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Abstract

Low-energy, beta-radiation-detected nuclear magnetic resonance (β-NMR) is applied to probe the magnetism of Au and Pd. The measurements were carried out at the TRIUMF β-NMR facility using optically spin-polarized $^8\text{Li}^+$ as the probe.

The behaviour of $^8\text{Li}^+$ in Au was investigated using samples in the form of a foil and a 100 nm film evaporated onto a MgO (100) substrate. The results are in overall agreement with those obtained previously in Ag, Cu, and Al. Narrow, temperature-independent resonances are observed and assigned to ions stopping in the octahedral interstitial and substitutional lattice sites; the latter appearing only for temperatures above 150 K which is attributed to a thermally-activated site change. The spin-lattice relaxation rate of substitutional site ions is less than half as fast at ambient temperature as that in the other simple metals. The rate is independent of external field for fields greater than 15 mT. A Korringa analysis for the substitutional ions indicates no significant electron enhancement over that of a free electron gas. For all four metals, the enhancements obtained are smaller than those for the host nuclei. No depth dependence was found for the resonances in Au.

The highly exchange-enhanced metal Pd was studied using samples in the form of a foil and a 100 nm film evaporated onto a SrTiO$_3$ (100) substrate. Strongly temperature-dependent, negative shifts are observed that scale with the temperature dependence of the host susceptibility between room temperature and 110 K. The resonances appear as two partially resolved lines that exhibit similar behaviour with temperature. The linewidths are broad and double upon cooling. The data are indicative of ions stopping in a site of cubic symmetry. The spin-lattice relaxation rate increases
Abstract

linearly with increasing temperature and eventually saturates at higher temperatures, consistent with the prediction from spin fluctuation theory. In contrast to the simple metals, large Korringa enhancements are obtained in this host. Ferromagnetic dynamical scaling is observed to hold above 110 K. Features below this temperature indicate that the Li ions locally induce a further enhancement of the static susceptibility. The temperature dependence of the modified susceptibility is in keeping with the prediction for a weak itinerant ferromagnet just above the Curie temperature; however, there is no evidence of static order.
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Chapter 1

Introduction

Most elements in the Periodic Table are metals that are characterized by the presence of itinerant conduction electrons, yet they still show a diversity of many other properties. One in particular is magnetism. The origins of magnetic ordering have attracted enormous amounts of theoretical and experimental work over time, originally stemming from the desire to understand the ferromagnetism of the 3d elements Fe, Co, and Ni, see e.g., Ref. [1]. Perhaps the ultimate question that needs to be answered when considering magnetism is why and how does it occur in some metals but not in others? When it does occur in a given metal, how does it vary with temperature or pressure; or in the case of alloys, with the concentration of the constituents?

There is a need for experimental techniques that can sensitively measure the magnetism of real materials—whether they be metals or not—with greater precision and sophistication. Specifically, measurements that offer greater insight into magnetism with atomic scale resolution are highly desirable. Nuclear magnetic resonance (NMR) is particularly powerful in this regard; but has its limitations, especially in light of the increasing focus on materials at ever smaller length scales. The work presented here reports on the application of an exotic variant of NMR, called beta-radiation-detected NMR (β-NMR) in which implanted radioactive ions are used to probe the magnetism of materials. The focus is on the application of this technique to the study of metals, in particular Pd, a metal that is an “enhanced” paramagnet. Results are also presented from the β-NMR of Au, a member of the non-magnetic group 11 or “noble metals,” and as such provides a stark contrast to Pd. Taken together, the results demonstrate the utility of this technique for the study of magnetism in metals.
1.1 Magnetic susceptibilities of transition metals

The early theories of the electronic structure of metals were based on the independent electron approximation[2]. In this approach, a single electron is viewed as moving in the average potential of all the other electrons. This avoids having to treat the electrostatic Coulomb interaction amongst all the electrons in a solid, and so is an obvious simplifying approximation. Actually, the approximation is rather sufficient in describing properties of metals, but noticeably fails in the case of a partially filled \(d\) (or \(f\)) band where electron-electron interactions can generate magnetic ordering. This is illustrated by the discussion in Sec. 1.3 on enhanced paramagnetism. However, here, the general mechanisms of magnetic susceptibility of metals is discussed, largely on the basis of an independent electron gas.

The susceptibility of a material is defined as the ratio of the magnetization \(M\) induced by an external magnetic field \(H\),

\[
\chi = \frac{M}{H}.
\]  

(1.1)

Diamagnetic refers to a negative value of \(\chi\), paramagnetic to a positive one.

The interest here is in the susceptibility of the conduction electrons in the \(d\) transition metals in general, i.e., excluding those that order ferromagnetically: Fe, Co, Ni, and some lanthanides. Unlike a free ion, electrons in metals are itinerant and respond collectively[2]. For a free, quantum-degenerate electron gas, the magnetization is essentially temperature-independent[2, 3]. This can be seen by contrasting the temperature-independent \(\chi\) of a metal with the high-temperature susceptibility given by Curie’s law for ions to the electrons of a metal[2]:

\[
\chi = \frac{N_A(g_e\mu_B)^2}{3} \frac{J(J+1)}{k_B T}.
\]  

(1.2)

For the electron, \(J = \frac{1}{2}\), and taking \(g_e\) to be 2, the above expression gives \(\chi = N_A\mu_B^2/k_B T\). Like thermal excitations, the external field can only interact with the conduction electrons that are within \(k_B T\) of the Fermi level, so the
fraction of electrons that contribute to \( \chi \) is \( \frac{T}{T_F} \). Scaling the result for \( \chi \) by this ratio, the magnetization of the conduction electrons thus follows:

\[
M \approx \frac{N_A \mu_B^2}{k_B T_F} H, \quad (1.3)
\]

which is independent of temperature.

An accurate expression for the susceptibility of the conduction electrons was given by Pauli (who correctly treated them with Fermi-Dirac statistics)\[2, 3\], and so is termed the Pauli spin susceptibility \( \chi_P \), or Pauli paramagnetism. A simple but useful way to derive it\[4\] is to neglect the orbital response of the electrons to the external field (i.e., consider the spin only)\[2, 4\]. Then, to lowest order, the effect of the applied field is to shift the relative energy distribution of electrons with up and down spins\[4\]. The total energy of the electrons is now the kinetic energy plus the magnetic contribution of \( \pm \mu_B H \)[3]. The electrons will adjust such that the chemical potential of the spin up and spin down electrons will be equal, i.e., the bands will have the same \( E_F \)[3, 4]. Because the gyromagnetic ratio of the electron is negative, there will be a net increase in the density of electron orbitals anti-parallel to the field, resulting in a moment parallel to the field\[3, 4\]. If \( N_{+(-)} \) denotes the concentration of electrons with moments parallel(anti-parallel), then the magnetization density is\[2, 3\]

\[
M = \mu_B (N_+ - N_-). \quad (1.4)
\]

In terms of the shifted density of states \( D(E) \), the electron concentrations are given by

\[
N_\pm = \int D_\pm(E) f(E) dE, \quad (1.5)
\]

where \( f(E) \) is the Fermi function. Since the Fermi energy sets the scale for the change in \( D(E) \), and \( \mu_B H \approx 10^{-4} E_F \) (even for Tesla fields) the density of states can be expanded leading to\[2\]

\[
N_\pm = \frac{1}{2} \int D(E) f(E) dE \pm \frac{1}{2} \mu_B H \int D'(E) f(E) dE, \quad (1.6)
\]
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where $\mathcal{D}'(E)$ represents the first derivative. Substituting into Eq. (1.4), the magnetization density is thus[2]

$$M = \mu_B^2 H \int \mathcal{D}'(E)f(E)dE,$$

which can be recast as

$$M = \mu_B^2 H \int \mathcal{D}(E)\left(-\frac{\partial f}{\partial E}\right)dE.$$  (1.8)

As $T \to 0$, $f(E)$ approaches an inverted step function at $E_F$[4, 5], and its derivative is well approximated by the negative of the Dirac delta-function:

$$-\frac{\partial f}{\partial E} = \delta(E - E_F),$$

which leads to[2, 4, 5]

$$M = \mu_B^2 H \mathcal{D}(E_F).$$  (1.9)

By means of Eq. (1.1) the Pauli susceptibility is thus

$$\chi_P = \mu_B^2 \mathcal{D}(E_F);$$  (1.10)

i.e., it is linearly proportional to the density of states at the Fermi level.$^1$

The above derivation is made for $T \ll T_F$— basically, practical temperatures[5]— and is valid until $T \approx T_F \sim 10^4 K[2]$.

In the noble metals, like Cu, Ag, and Au, the Fermi energy lies just above the $d$ band in the $s$ band; $\chi_P$ is accordingly small in these metals[4]. In fact, in general, $\chi_P$ for most metals is quite small in comparison to the susceptibility of free ions. For an ion with unpaired spins, the tendency for spin moment alignment with a field is reduced by thermal disorder (Curie’s law); while the paramagnetic susceptibility of the conduction electrons is greatly suppressed by the exclusion principle[2]. For instance, [Eq. (1.2)] for a paramagnetic ion of spin $\frac{1}{2}$ at room temperature, $\chi \sim 10^{-3}$ emu/mol; while for typical transition metals [Eq. (1.3)], $\chi_P \sim 10^{-5}$ emu/mol, i.e., hundreds of times smaller[2].

The magnetization of a Curie-law paramagnet follows an inverse-$T$ de-$

$^1$The density of states at the Fermi level will be denoted by $\mathcal{D}_F$. 
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pendence; while, in contrast, it was stated above that the magnetization of metals is essentially independent of $T$. The latter is an oversimplification; many metals do show a temperature-dependent $\chi_P$, although often, but not always, over ranges of absolute $T$ spanning a couple orders of magnitude. Since the $d$ band is narrow with a higher density of states and $\mathcal{D}_F \sim k_B T$ when the Fermi level is in this band, $\chi_P$ is not only larger than for metals where $E_F$ lies in the $s$ band, but it also leads to a $T$-dependent $\chi_P$[4]. The temperature dependence of $\chi_P$ is a consequence of the structure in the $\mathcal{D}^d(E)$, as well as electron interactions (Sec. 1.3).

In addition to $\chi_P$, there are other sources of magnetism in a transition metal that arise from the orbital susceptibility of the electrons $\chi_{\text{orb}}$. Depending on the metal, this susceptibility may be negligible or considerable in relation to the spin susceptibility. In the above discussion of $\chi_P$, only the spin of the electrons was considered, and the charge was neglected. However, the external field couples to the orbital motion of the electronic charge and this gives rise to a diamagnetic response, i.e., $M$ that is antiparallel to $H$[2]. For a free electron gas, Landau found[2, 3, 4]

\begin{equation}
\chi_L = -\frac{1}{3}\chi_P;
\end{equation}

termed the Landau diamagnetism.

The energy of these orbital levels can be found only by using a quantum mechanical approach (as Landau did for the free electron gas); however, evaluating the orbital motion of electrons in a periodic potential of a crystalline lattice, i.e., Bloch electrons, in the presence of the applied field is quite complicated[2, 4, 6, 7]. The potential can alter the orbital motion of the electrons, sometimes generating a paramagnetic contribution, and also sometimes introducing a contribution from spin-orbit (s-o) coupling[6]. Unlike $\chi_P$, which is independent of applied field, the orbital effects are second-order in field. While the above Landau diamagnetism can be considered appropriate for nearly free electrons like those of the $s$ band, when a realis-

---

2The paramagnetism arising from the magnetic moments of the nuclei is $\sim 10^{-3}$ times smaller than that from the electrons[3, 9], and is negligible.
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tic \(d\) band structure is considered, the orbital susceptibility may acquire a paramagnetic contribution if the \(d\) band is partially filled. This effect (first pointed out by Kubo and Obata\cite{8}) can be considered as the itinerant electron analog of the van Vleck susceptibility of ions\cite{4, 5}: the applied field causes interband mixing of the electronic states below and above the Fermi level\cite{4, 9}, similar to the mixing of low lying excited states into the ground state by the applied field in free ions\cite{2, 4}. This contribution, denoted \(\chi_{\text{vv}}\), is thus greatest when the Fermi level lies in the middle of the \(d\) band, as there are then many states which can be combined by the applied field\cite{7}. As outlined below, NMR provides one means of separating the contributions of \(\chi_{\text{vv}}\) and \(\chi_{\text{P}}\) from the total susceptibility. Another is a magnetomechanical technique\cite{9}. Such measurements found large values of the orbital paramagnetism relative to the spin magnetism in metals like V and Nb, and as expected, the opposite for the metals Pt and Pd\cite{9, 10}.

Calculations of \(\chi_{\text{orb}}\) have been performed for transition metals by a generalization of the complicated expressions in combination with calculated band structures, including the effects of s-o coupling\cite{7, 11}. The latter is a relativistic correction to the orbital susceptibility. The s-o coupling is generally regarded as an atomic property, and so it is often assumed that atomic values largely apply to the solid state. Its importance for the \(d\) metals thus follows that expected from trends in atomic s-o coupling down a group, i.e., it is weak in Ni, moderate in Pd, and strongest in Pt\cite{7} as a consequence of the increasing relativistic motion of electrons with increasing nuclear charge. In addition to \(\chi_{\text{L}}\) and \(\chi_{\text{vv}}\) and its s-o contributions, the orbital susceptibility also includes a diamagnetic contribution \(\chi_{\text{dia}}\) from the filled electron levels of the cores of the ions (or atoms) in the lattice\cite{5, 7, 9, 10, 11}. This diamagnetism is analogous to that of the filled electron levels in a paramagnetic ion, and is termed the Langevin (or Larmor) susceptibility\cite{2, 5}. In many cases, the diamagnetic and paramagnetic parts of \(\chi_{\text{orb}}\) compensate, and \(\chi_{\text{orb}}\) is overall small\cite{7, 10, 11}.

In considering the paramagnetism of a metal where the Fermi level lies in the \(d\) band, the total susceptibility is conventionally decomposed into the
1.2. Conventional NMR of metals

sum of four major contributions[12], namely

\[ \chi(T) = \chi_s + \chi_d(T) + \chi_{vv} + \chi_{\text{dia}}, \]  \hspace{1cm} (1.12)

where \( \chi_P \) has been split into individual contributions from the \( s \) and \( d \) bands. Only that of the \( d \) band explicitly varies with \( T \). The other three contributions are independent of \( T \), although in some cases \( \chi_{vv} \) can show a dependence on \( T \)[4]. It is emphasized that the above is an approximation which is valid in the limit of completely independent \( s \) and \( d \) bands, i.e., in the limit of vanishing \( s-d \) hybridization. In spite of this, it is at least a good starting point for the discussion of the susceptibility of transition metals. The total susceptibilities of select \( d \) metals as a function of temperature are displayed in Fig. 1.1 showing a representative range of behaviour. In the group 11 (noble) metals where the \( d \) band is completely filled and \( D_F \) lies in the \( sp \) band, \( \chi_P \) is small compared to the diamagnetic contribution and the overall observed susceptibility is negative[1, 7]. In stark contrast, the susceptibility of Pd is quite large. As the total contribution from \( \chi_{\text{orb}} \) is at most a few percent, the large paramagnetism is due to the contribution of the \( d \) electrons and makes Pd rather unique among the transition metals. The origin of this large paramagnetism is discussed in greater detail in Sec. 1.3 below.

1.2 Conventional NMR of metals

As in the study of molecules, conventional NMR has been an invaluable tool in advancing the knowledge of the magnetic properties of solids. This is particularly true because it is a technique that can yield information about a sample on a local, or atomic, level. Two important experimental quantities measured by NMR are the frequency shift, and the (longitudinal) spin-lattice relaxation rate. These are outlined below with reference to examples of NMR in transition metals.
Figure 1.1: (a) Temperature dependence of the susceptibility of selected $d$ metals: Ti and Rh, Ref. [3]; Pd, Refs. [13, 14, 15]; Sc, Refs. [16, 17]; Zr, Refs. [3, 4]; Pt, Ref. [18]; Au, Ref. [1]. (b) Comparison of the room temperature susceptibilities of the metals in (a), plus some others with large $\chi$[4].
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1.2.1 Knight shift

In conventional NMR, application of a static external magnetic field $H_0$ causes the degenerate nuclear magnetic levels of a spin $I > 0$ nucleus to be split into $(2I + 1)$ magnetic sublevels\[2\]; this is known as the nuclear Zeeman splitting. The levels can be designated by the nuclear spin quantum number $m_I$, with the axis of quantization taken to be along the direction of $H_0$. The splitting between each sublevel is $\Delta E_{m_I} = \gamma_n \hbar H_0$, where $\gamma_n$ is the nuclear gyromagnetic ratio which is proportional to the nuclear magnetic moment. Application of an alternating, radio frequency, magnetic field $H_1$ transverse to $H_0$ results in resonant absorption that is detected to give a spectrum\[2\]. The allowed transitions occur for $\Delta m_I = \pm 1$, at an angular frequency\[20\]

$$\hbar \omega = \Delta E_{m_I} = \hbar \gamma_n H_0. \quad (1.13)$$

In a metal, the nuclei are found to resonate at frequencies shifted from Larmor frequency $\nu_L$ ($= \gamma_n H_0$) for the free nucleus due to the interaction with the conduction electrons. This shift was first reported on by W. Knight and co-workers\[22\], and so is termed the Knight shift $K$\[5, 12, 19, 20, 21\]. It arises from the conduction electron (para)magnetism through the Fermi contact interaction, i.e., $\chi_P$ [Eq. (1.10)] effectively producing an additional field at the nucleus that adds to the applied field. This is a quantum mechanical interaction, since it originates from two particles being “at the same place”\[5\]. As such, this extra field experienced by the nucleus is termed the contact hyperfine (hf) field, and it is usually an order of magnitude larger than the chemical shifts observed in metal salts\[20\].

The Hamiltonian for the Fermi contact interaction for nuclear spin $I_i$ with electron spin $S_j$ reads

$$\mathcal{H}_{e-n} = \frac{8\pi}{3} \gamma_e \gamma_n \hbar^2 \sum_{i,j} I_i \cdot S_j \delta(r_{ij}), \quad (1.14)$$

where $\gamma_e$ is the electronic gyromagnetic ratio, and $r_{ij}$ are the position coordinates of the nucleus and electron. Since it is only electrons of $s$ symmetry
1.2. Conventional NMR of metals

that have a finite probability of being found at the nucleus (i.e., they have no node at the nucleus), the hyperfine field from the contact interaction involves the square of the s-wavefunction at the nucleus \( \psi_s(0) \) normalized to the atomic volume, averaged over electrons on the Fermi surface (and so this interaction is intrinsically isotropic);

\[
K = \frac{8\pi}{3} \langle |\psi_s(0)|^2 \rangle_F \chi_P. \tag{1.15}
\]

For this result, the Knight shift is defined as a fractional shift, \( K \equiv \Delta H/H_0 \); where \( \Delta H \) is the extra field at the nucleus, and the dependence on \( H_0 \) is thus normalized out. In terms of experimentally measured frequencies,

\[
K = \frac{\nu}{\nu_0} - 1. \tag{1.16}
\]

Here \( \nu \) is the resonance frequency in the metal, and \( \nu_0 \) is the reference frequency relative to which \( K \) is determined. It is therefore important that the reference be nonmetallic and nonmagnetic. Usually, diamagnetic ionic salts (or solutions of them) of the nucleus of interest are used; \( \nu_0 \) is then typically very close to \( \nu_L \), differing by the chemical shift which is small in comparison to shifts arising from the paramagnetic contributions of the conduction electrons. Values of \( K \) are typically expressed in per cent or parts per million (ppm), depending on their magnitude.

Eq. (1.15) can be re-expressed in terms of a constant times the susceptibility

\[
K = A_{hf} \chi. \tag{1.17}
\]

The term \( A_{hf} \) is the hyperfine coupling constant that represents the additional hf field at the nucleus. The above equation indicates that a knowledge of both the electronic magnetic susceptibility and the extent of its coupling to the nucleus is required to quantitatively understand the Knight shifts in metals. Often \( A_{hf} \) is estimated from the hf splitting measured in the free atom, but this is at best a first approximation. In principle, \( \chi \) can be measured by magnetometry, e.g., using a SQUID, or estimated from values of the electronic contribution to the specific heat; however, such measurements
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give the macroscopic, bulk susceptibility which contains other contributions beside $\chi_P$. The attractiveness of the NMR technique is that it can probe samples at the microscopic level, and reveal the differing hff fields experienced by various nuclei in the material.

In Eq. (1.17), the Pauli susceptibility has been replaced by $\chi_i$, since in the study of transition metals, the measured shift is decomposed into contributions from the various terms in Eq. (1.12); each with a distinct coupling constant. As previously mentioned, the diamagnetic component is small in comparison to the others, and often assumed to be of equivalent magnitude to the atomic chemical shift of the diamagnetic reference salt (although deviations are not uncommon)[5]. Equations (1.12) and (1.17) indicate that for metals with filled $d$ bands like the simple metals, $K$ will be essentially temperature-independent. In metals with near half-filled $d$ bands (e.g., V and Nb), the orbital paramagnetic susceptibility is large and gives the dominant contribution to the observed shift[12, 21]. This shift may be $T$-dependent with $\partial K(T)/\partial \chi(T)$ usually positive[12]. In these cases, the contributions from $\chi_s$ and $\chi_d$ largely cancel[12, 23]. This arises from the mechanism by which $\chi_d$ affects $K$, and is crucial for metals with nearly filled $d$ bands (e.g., Pt and Pd); the shifts are observed to be strongly $T$-dependent and negative[12, 21].

The $d$ wavefunctions vanish at the nucleus, so their effect on the spin density is due to the mechanism of “core-polarization”[12], whereby the spin polarization of the unfilled $d$ shells is mixed into the core $s$ electron wavefunctions. An analogous situation is encountered for hff fields of atoms or paramagnetic ions, i.e., a configuration interaction that mixes excited states into the ground state[12, 21, 24, 25]. This indirect polarization takes place through an electron-exchange interaction like that occurring between electrons in the $d$ band that is responsible for the enhanced susceptibility of Pd discussed below. This is like saying that $s$ electrons with spin parallel to the polarized $d$ electrons experience a reduced electrostatic repulsion due to the Pauli principle and are overall less repelled by one another than by electrons with spins antiparallel[24]. The result is differing spatial distributions of the core electrons of opposite spin; $s$ electrons with spins parallel to the $d$ elec-
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Electrons are attracted away from the nucleus, indirectly giving rise to a negative spin density (i.e., antiparallel to the $d$ polarization) at the origin producing a negative contact hf coupling\cite{21, 24}. The small number of valence (i.e., non-core) $s$ electrons are polarized indirectly by the $d$ spins also, but give a positive contribution at the origin\cite{24}. The contribution from $\chi_s$ of the valence electrons is therefore considered the direct contact interaction, and yields a positive shift. As $\mathcal{D}_p^s$ is small (and practically $T$-independent), the contribution from $\chi_d(T)$ can cancel or exceed the direct contribution\cite{12}; this is especially true in transition metals with large susceptibilities, like Pt and Pd.

The dipolar coupling between the electron and nuclear spins can add to the field at the nucleus, and hence to the shift. The contribution from the coupling of the nuclear moment to the electron spin of a $d$ or $p$ orbital electron can thus be anisotropic and depends on the direction of $H_0$ relative to the crystalline axes\cite{12, 20, 21}. For cubic metals, these couplings gives no contribution, but may be non-zero at sites where the symmetry of the spin density is reduced. As conventional NMR is frequently performed on powdered samples rather than single crystals, any anisotropy of the electronic dipolar-nuclear coupling can give rise to structure of the resonance line. However, the dipolar coupling field is normally an order of magnitude smaller than the contact or core-polarization contributions, and generally produces a broadening of the resonance\cite{20, 21}.

The temperature dependence of $K$ from $^{195}$Pt NMR was reported by Clogston \textit{et al.}\cite{26}. The measured shifts were used in combination with the measured total $\chi$ of Pt to separate the different contributions in Eq. (1.12). They observed a linear dependence of $K$ with $\chi$ (from room $T$ and below) and displayed this in a $K - \chi$ plot (or “Jaccarino-Clogston” plot) in which $T$ is an implicit parameter\cite{12}. The shifts$^3$ were found to be negative and $\sim -3\%$ in the $T$ range investigated. The analysis thus involved

\footnote{These early metal NMR measurements were performed in field-swept mode, i.e., the field was varied with the transverse radio-frequency field held constant. The $K$ values correspond to Eq. (1.16) with the frequencies replaced by the resonant fields for the metal sample and the reference.}
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Estimations of $\chi_s$ and $\chi_{\text{dia}}$. The $s$ electrons were treated as free electron-like, and $s - d$ (and $s - s$) exchange interactions were neglected. Accordingly, $\chi_s$ was taken to be small and $T$-independent; $\chi_{\text{dia}}$ was estimated on the basis of the susceptibilities of Pt salts; $\chi_{\text{vv}}$ was determined by a method of extrapolation of the data on the $K - \chi$ plot, and found to contribute $\sim \frac{1}{5}$ of the observed $K$, but positive in magnitude (and not dependent on $T$). Overall, the negative $\chi_{\text{dia}}$ together with the small, positive $\chi_s$ nearly cancel the contribution from $\chi_{\text{vv}}$, an indication that the observed shifts, with $\partial K(T)/\partial \chi(T) < 0$, must be dominated by the $d$ spins. This was taken as clear support for the model of polarization of the core $s$ electrons by the $d$ spins as the mechanism for the large, negative, $T$-dependent shifts in metals with nearly filled $d$ bands[12]. In a later NMR study of Pt a $K - \chi$ plot analysis was performed for temperatures extending to $\sim 1300$ K[27] and the results were in agreement with the earlier report[26], especially with respect to the cancellation of the diamagnetic and orbital paramagnetic contributions, reinforcing the importance of the $d$ electrons.

Subsequently, Seitchik, Gossard, and Jaccarino performed a similar study of Pd metal, the first observation of $^{105}$Pd NMR[14]. As in Pt, $T$-dependent, negative Knight shifts were observed that scaled linearly with the susceptibility, including its maximum at around 85 K (see Fig. 1.2). The Knight shift was observed to vary between -3% to -4% over the $T$ range; however, unlike in the analysis for Pt, the nuclear moment of $^{105}$Pd was not known very accurately at the time, and so the zero of shift could not be determined with great certainty. This precluded the graphical determination of $\chi_{\text{vv}}$ from the $K - \chi$ plot. Instead, it was estimated to be $\sim 25 \times 10^{-6}$ emu/mol, along with $\chi_s$ ($6 \times 10^{-6}$ emu/mol) and $\chi_{\text{dia}}$ ($-25 \times 10^{-6}$ emu/mol). Their estimated value of the orbital susceptibility is similar to the values later reported[7, 9]; however, more recent fully relativistic calculations[11] put $\chi_{\text{vv}}$ $\sim 40 \times 10^{-6}$ emu/mol.

The sum of the above three estimates amount to just $\sim 1\%$ of the total $\chi$ of Pd. Nonetheless, $\chi_s$ and $\chi_{\text{vv}}$ were determined to give a contribution of $+0.36\%$ each to the observed $K$, independent of $T$. Thus, analogous to Pt, it was concluded that the enhanced $d$ spin contribution dominates the
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Figure 1.2: Temperature dependence of $^{105}\text{Pd}$ NMR resonant fields superimposed on the susceptibility of pure Pd: (●), Refs. [14, 21]; (◇), Ref. [32]. The temperature dependence of the positive muon Knight shift in Pd is also shown (△), Ref. [198]. In order to display all the experimental data on the same plot, the NMR resonant fields and muon shifts have been normalized to their respective values at room temperature.
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observed Knight shifts through core-polarization and is responsible for the temperature dependence of $K$. Although $\chi_s$ is a tiny fraction of the total $\chi$, $A_{hf}^s$ was evaluated to be an order of magnitude larger than $A_{hf}^d$, so the direct contact contribution is not entirely negligible.

More recently, Krieger and Voitländner performed a calculation of $K$ for Pd$^{28}$. They evaluated the contribution from all $s, p, \text{ and } d$ levels and indeed found that polarization of core electrons gives the majority, negative contribution, as the direct contact contribution is +0.18%. Their total $K$ (for $T = 0$) is -3.34%, which is adequate compared with the 4 K experimental result of -4.1(5)\%\cite{21} considering the uncertainty in the zero of shift. However, no (positive) orbital contribution to $K$ was included in the calculations of Ref. \cite{28}, which only reduces the agreement with experiment.

The hyperfine field, as a low energy property, is a quantity that provides a strict test for first-principles calculations. Generally, calculated values are smaller than experimental ones. The dominance of the core-polarization contribution in strong paramagnets is also found in magnetically ordered metals, like Fe. Reducing the discrepancy with experiment requires treatment of this contribution beyond what is typically achievable with common ab initio methods\cite{11, 29, 30}. Additionally, $s - d$ hybridization is increased in the 4$d$ and 5$d$ metals, which can make a contribution irrespective of the exchange coupling. For instance, Terakura et al. pointed out that the direct contact contribution in Pd should be both larger and negative ($\sim -1\%$) due to $s - d$ hybridization\cite{31}.

Takigawa and Yasuoka also carried out measurements of the resonant fields in metallic Pd, but for more $T$ points\cite{32} (select values from their measurements are also shown in Fig. 1.2). They report results very similar to those of Seitchik et al. upon decomposing the shift into the various contributions. Just as in the earlier study, they considered the dominant contribution to be from the core-polarization from $d$ electrons and allowed for this to be the only $T$-dependent term. Using values of the hyperfine fields from first-principles band structure calculations\cite{33}, they estimated the direct contribution to be +0.12%, but used a very similar value for the diamagnetic contribution and the same (+0.36%) orbital contribution as
Seitchik et al. [14]. From the $T$-dependence of their shifts, these authors [32] determined a comparable $d$ spin (i.e., core-polarization) hf coupling, but a smaller direct coupling than in Ref. [14]; however, the coupling constants extracted agree with the earlier report that $A_{hf}^s$ is an order of magnitude larger than $A_{hf}^d$.

In considering more appropriate values for the $^{105}$Pd reference frequency, van der Klink and Brom [5] performed an analysis of the contributions to $K$ that leads to a total shift of $-3.44\%$. They employ a direct contribution based on requiring $A_{hf}^s$ be of similar order to that of Pt, and obtain $+0.62\%$ with an orbital contribution of $+0.36\%$. The latter value is the same as in the earlier two studies [14, 32], but the direct part required is a factor of 2 larger. Although this is the most modern analysis, estimations based on comparison to values for Pt are questionable; a larger direct contribution is expected for increased $s - d$ hybridization.

Given that there is really only “one” (i.e., total) $\chi$, it is apparent that any such decomposition of experimental $K$’s requires considerable estimation by means of calculation or comparison to other metals. However, a rather clear consensus on the sign and order of magnitude for the three contributions ($s$, $d$, and orbital) is broadly found.

NMR has also been extensively applied to the study of metallic alloys. In particular, those formed from a magnetic impurity in an otherwise non-magnetically ordered host (e.g., CuFe) have been of interest with respect to the mechanism(s) and degree of polarization of the host by the magnetic moment of the impurities [34]. These systems are not discussed in detail here, but one result from the NMR of such alloys is worth mentioning in regard to adventitious contamination of a metal sample by dilute, magnetic impurities: $K$ of the host nuclei is not affected by the presence of the magnetic impurities [26, 35]; the resonance line is instead broadened proportional to the impurity susceptibility. This also holds for a host with an enhanced susceptibility, like Pt, as evidenced from $^{195}$Pt NMR in samples alloyed with dilute (< 0.1 at.%) Co; the shift was not found to vary, while the linewidth showed a linear increase with increasing Co concentration [36]. In such (dilute) systems, the linewidth of the host resonance was calculated.
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to approach a Lorentzian lineshape[37], which was indeed observed in the NMR of CuMn[35] and PtCo[36] alloys.

1.2.2 Spin-lattice relaxation and the Korringa relation

In order to discuss the spin-lattice relaxation, the generalized magnetic susceptibility must be recalled:

\[ \chi(q, \omega) = \chi'(q, \omega) + i\chi''(q, \omega), \tag{1.18} \]

where \( \chi'(q, \omega) \) and \( \chi''(q, \omega) \) are the real and imaginary components, respectively. \( \chi(q, \omega) \) defines the response of the system to a generalized exciting field that varies periodically with angular frequency \( \omega \) and with a spatially periodic fluctuation of wavevector \( q \) (\(|q| = 2\pi/\lambda_i\)). The uniform, static limit of the real component is identified with the Pauli susceptibility (of non-interacting electrons), cf. Eq. (1.10),

\[ \chi'(0, 0) = \frac{1}{2}\gamma_e^2 \hbar^2 D_F. \tag{1.19} \]

As discussed above, the Knight shift is proportional to the real component, while it is the imaginary (dissipative) component that is important for the spin-lattice relaxation rate.

For transition metals, the Fermi contact interaction produces a large hf field at the nucleus, and so the spin-lattice relaxation process occurs predominantly through this interaction. Specifically, the longitudinal relaxation of the nuclear magnetization (in non-magnetically ordered metals) that arises from transverse fluctuations associated with Eq. (1.14). The general mechanism is that of mutual spin-flip scattering of an electron off the nucleus. A Bloch s electron in the initial state of wave vector \( k \) with spin orientation \( s_e \) undergoes a transition to the final state \( k', s'_e \), and the nucleus simultaneously makes a transition from state \( m_I \) to \( m'_I[19, 20] \). The nucleus gives the electron an energy small in comparison with \( k_B T \), so only electrons near \( E_F \) with empty states nearby in energy can participate in the relaxation[20]. The relaxation rate thus depends on temperature through the width of the
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“tail” of the Fermi distribution[20]. The number of available states increases as the width with increasing $T$, so the rate is directly proportional to $T$. The observation of a spin relaxation linear with temperature is one important method of establishing that a material (i.e., solid) is metallic[38].

The transverse fluctuations on which the relaxation rate depend are given by an integral over wavevectors of the imaginary part of the dynamical susceptibility[12, 39, 40],

$$\frac{1}{T_1} = \frac{32}{9} \gamma_n^2 \langle |\psi_s(0)|^2 \rangle_F k_B T \frac{1}{\omega_L} \int q^2 \chi''(q, \omega_L) dq. \quad (1.20)$$

In the above expression, the frequency of interest is specifically the nuclear Larmor frequency, which corresponds to the low frequency limit for typical electronic magnetic fluctuations. The integral can be evaluated for a free electron gas:

$$\frac{1}{\omega_L} \int q^2 \chi''(q, \omega_L) dq = 2\pi^3/\gamma e^2 \hbar^2 D_F^2. \quad (1.21)$$

Substitution of this result into Eq. (1.20) results in

$$\frac{1}{T_1} = \frac{64}{9} \pi^3 h^3 k_B \gamma_e^2 \gamma_n^2 \langle |\psi_s(0)|^2 \rangle_F D_F^2. \quad (1.22)$$

Since the relaxation depends on the electron-nuclear contact interaction, $\langle |\psi_s(0)|^2 \rangle_F$ is the same as that appearing in Eq. (1.15),

$$\langle |\psi_s(0)|^2 \rangle_F = \frac{9}{64\pi^2} K^2 \chi_P^2. \quad (1.23)$$

Inserting this quantity into Eq. (1.22) gives

$$\frac{1}{T_1} = K^2 k_B \pi h^3 \gamma_e^2 \gamma_n^2 \frac{D_F^2}{\chi_P^2}. \quad (1.24)$$

Using $\chi_P$ given by $\chi'(0, 0)$ from Eq. (1.19) yields a very useful relation in NMR:

$$T_1 = \frac{\hbar}{4\pi k_B K^2} \left( \frac{\gamma_e}{\gamma_n} \right)^2. \quad (1.25)$$

The above expression shows that the relaxation rate due to the conduction
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electrons is inversely proportional to the square of the shift, or by extension [Eq. (1.17)], to the square of the hf coupling. Eq. (1.25) is known as the Korringa relation[5, 19, 20, 21, 41], which upon re-arrangement can be expressed as a dimensionless ratio

\[
\mathcal{K} = \frac{T_1TK^2}{S_0},
\]

(1.26)

where \(S_0\) is a single constant into which all the constants in Eq. (1.25) have been incorporated, and is specific to a given nucleus (through \(\gamma_n\)).

The Korringa relation provides a convenient way to estimate the shift given a measurement of the relaxation rate, or vice-versa[20]; however, it is emphasized that the relation is strictly valid for non-interacting electrons. In such an ideal case the ratio \(\mathcal{K}\) as defined in Eq. (1.26) is unity, but for real metals deviations are observed. These are often attributed to the breakdown of the relation due to neglect of electron-electron interactions on the dynamic susceptibility[5], although only the electron-nuclear mechanism is considered, so the neglect of other relaxation processes may also contribute to deviations[20]. Values of \(\mathcal{K}\) different from 1 are found even for the “simple” metals such as the alkalis or the noble metals[5, 20]. For instance, \(\mathcal{K}\) is 1.6 for Li, and 1.9 for Cu[21]. For metals with strong electronic correlations, significant deviations from ideality are found; e.g., for Pd \(\mathcal{K} = 9.4[21]\). In this regard, \(\mathcal{K}\) is frequently used as a phenomenological measure of the tendency toward magnetic ordering. As defined in Eq. (1.26), \(\mathcal{K} > 1\) is taken to be indicative of ferromagnetic correlations, and \(\mathcal{K} < 1\) of anti-ferromagnetic correlations.\(^4\)

An additional aspect of the spin-lattice relaxation rate of the transition metals (those with \(E_F\) in the \(d\) band) that must be taken into account is the orbital degeneracy factor (viz. \(e_g\) and \(t_{2g}\) levels)[12, 42]. This factor, denoted \(F_d\), represents a reduction, or “inhibition,” of the relaxation due to

\(^4\)Often the inverse of Eq. (1.26) is used, in which case the type of ordering attributed to the magnitude of \(\mathcal{K}\) is reversed.
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the core polarization by an amount

\[ F_d = \frac{1}{3} f^2 + \frac{1}{2} (1 - f)^2, \]  

(1.27)

where, here, \( f \) is the fractional character of the triply degenerate orbital at \( E_F \); \( F_d \) correspondingly varies from 0.2 to 0.5. For Pd, calculations\[33\] give \( f = 0.78 \). A similar dependence on the atomic orbital admixture also applies to the orbital or dipolar contributions to the relaxation rate\[42, 43\].

The conduction electron mechanism is generally taken to be the dominant source of nuclear spin relaxation with the orbital contribution playing a less important role (except for metals with a half-filled band where it can be significant); the dipolar contribution is most generally the least effective\[43\].

Thus, for the case of \( T_1^{-1} \) dominated by \( d \) electrons the Korringa relation is more specifically written as,

\[ (T_1 T)^{-1}_d = \frac{4\pi k_B}{\hbar} \left( \frac{\gamma_n}{\gamma_e} \right)^2 K^{2} F_d K(\alpha_0). \]  

(1.28)

Here the inverse of the enhancement \( K^{-1} \) has been replaced by the term \( K(\alpha_0) \). In this way the Korringa factor is used to quantify the degree of electron-electron interactions in a metal. This was originally considered by Moriya\[39\] for metals where \( d \) electron interactions give rise to large susceptibility enhancements (citing Pd as a specific example), but can equally be applied to simple metals since even these metals show deviations from ideality \((K = 1)\)[44, 45]. The quantity \( \alpha_0 \) thus reflects the degree of susceptibility enhancement (it can be taken to be equivalent to the Stoner parameter \( I_0 \), discussed in Sec. 1.3 below) and varies from 0 to 1\[39, 44, 45\]. According to the present definition of \( K \), \( \alpha_0 \to 1 \) as the enhancement increases. This theory is strictly valid for the ground state, i.e., for \( T \simeq 0 \). However, care must be taken when applying this approach to real systems, since it was later shown that crystallographic disorder or non-magnetic impurities can alter \( K \) (typically be increasing \( T_1^{-1} \)), thus making definitive conclusions about the degree of enhancement difficult\[46, 47\]. Additionally, all other mechanisms of relaxation (e.g., orbital) must also be taken into account before drawing
any conclusions about electron interactions from the Korringa ratio[48].

1.3 Enhanced paramagnetism and the spin fluctuation model

Referring to Fig. 1.1, it is seen that Pd has a very large and temperature-dependent magnetic susceptibility in contrast to the other metals. Note the temperature-independent and overall diamagnetic susceptibility of Au, typical of the noble metals. Pd has the largest $\chi$ of any transition metal that does not order magnetically in the pure, bulk state. The peculiar maximum or “knee” at $T \approx 85$ K prompted the authors of one of the earliest measurements of its susceptibility to state that their results “proved to be much more interesting than was expected”[49]. As seen in Fig. 1.1(a), Sc also exhibits such a maximum for $T \approx 30$ K. The susceptibilities of these two metals and that of Pt are characteristic of what is known as exchange-enhanced paramagnetism. Fig. 1.1(b) shows that Pd, followed by Sc, are the most exchange-enhanced of the nonmagnetic $d$-metals[50] ($\alpha$-Mn orders antiferromagnetically at low $T$); however, there are also many metallic alloys and compounds that fall into this class of magnetic materials (examples are given below). Sc possess a hexagonal close-packed (hcp) crystal structure giving rise to anisotropy of its susceptibility, i.e., $\chi_c \neq \chi_a$[16, 17], which in this case arises from the orbital motion of the electrons caused by the s-o coupling[51] (the data in Fig. 1.1 is for a polycrystalline sample). The crystal structures of alloys/compounds are also often complex. By comparison, Pd crystallizes in the face-centred cubic (fcc) lattice structure, which greatly simplifies matters.

It is emphasized that neither Pd, nor Sc, in their pure bulk states, show any type of magnetic ordering at any temperature. This is in contrast to the well-known magnetic $3d$ metals[1]: Fe, Co, and Ni that order ferromagnetically below their respective Curie temperatures $T_C$; Mn and Cr order anti-

5Sc is also like V and Nb in regards to the orbital term dominating, thus producing an anisotropic $K$[23].
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ferromagnetically below their respective Néel temperatures $T_N$.\(^6\) Nonetheless, on account of their high susceptibilities, an intriguing characteristic of many enhanced paramagnetic materials is the ease with which they may be promoted to order magnetically via some external parameter, such as the application of an external magnetic field, doping with small amounts of magnetic impurities, or a change in lattice constant. This imparts a degree of potentially useful “tunability” to their magnetic behaviour. For the particular case of Pd, the ease of inducing ferromagnetic ordering has been well documented over many decades. Thus, the ground state of pure Pd can be considered proximal to a ferromagnetic instability, i.e., it is often described as a nearly ferromagnetic metal. Similarly, this statement holds for Sc and to a lesser extent for Pt. Strong paramagnets such as these require treatment analogous to systems that show magnetic ordering; a summary of this theory is now given.

Historically, the development of the theory of metallic magnetism focused on the 3$d$ ferromagnets with the emphasis on calculating their $T_C$ values from first principles\(^1\). In contrast to isolated moments in insulators (where the Heisenberg model\(^2, 4\) works well), a model based on well-defined, localized moments fails for metals. This is because the electrons responsible for the magnetism are the itinerant, conduction electrons that arise from the strong hybridization between neighbouring atoms in a metal, i.e., the band structure\(^1\). One of the earliest attempts to incorporate features of the band structure was a theory proposed by Stoner\(^53\). As discussed below, this theory is not correct at finite $T$, but has merits for understanding the $T = 0$ magnetic properties of metals and introduced a highly useful concept for discussing exchange enhancement.

To start, the susceptibility at $T = 0$ is considered. Eq. (1.10) shows that $\chi_P$ is directly proportional to $D_F$. By performing a detailed band-structure calculation, one can evaluate $D_F$ and thus obtain a value of $\chi_P$.

\(^6\)The heavier lanthanides, Gd–Tm, also undergo transitions to magnetically ordered states. A coupling between the highly localized, unpaired 4$f$ electrons mediated by the $spd$ conduction electrons is responsible for the magnetism of these elements\(^52\), and is equivalent to the mechanism of magnetic ordering in many dilute alloys.
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For metals like Pd, such a computation will yield a susceptibility that is too small in comparison with that measured experimentally for $T \to 0$. The simplest phenomenological approach is to assume the presence of a molecular exchange field, denoted by the positive constant $I_0[1, 54]$. This is a hypothesized internal interaction that acts like an effective magnetic field that tends to align the spins parallel to each other[3]; in other words, it increases the spin polarization. So, in the presence of an applied field $H_0$, the magnetization will follow

$$M = \chi_0(H_0 + I_0M), \quad (1.29)$$

where $\chi_0$ is the susceptibility in the absence of the exchange, i.e., the non-interacting susceptibility[54]. The exchange field can thus be seen as a source of positive feedback, that for large enough $I_0\chi_0$, can induce a spontaneous magnetic polarization even in the absence of an applied field[54]. Ultimately, the exchange interaction has its origin in the repulsion due to the Coulomb interaction (spin-independent) together with the Pauli exclusion principle (spin-dependent)[2, 4, 54].

At this simplest level of an intraatomic exchange interaction, the susceptibility can be calculated by what is known as the random-phase approximation (RPA)[2, 55], leading to the expression for the enhanced susceptibility[56],

$$\chi(q, \omega) = \frac{\chi_0(q, \omega)}{1 - I_0 \chi_0(q, \omega)}. \quad (1.30)$$

The term $\bar{I}$ in the denominator above is known as the Stoner parameter; it is given by the product $I_0D_F$, and defines the Stoner enhancement factor,

$$S = (1 - \bar{I})^{-1}, \quad (1.31)$$

Thus, in the “static” limit ($q \to 0, \omega \to 0$), the interacting susceptibility is that of the Pauli susceptibility [Eq. (1.10)] enhanced by the factor $S$, i.e.,

$$\chi_P = S\chi_0[1, 4, 56].$$

Additionally, Eq. (1.31) further provides a quite general condition for
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characterizing the proximity to a magnetic instability; namely, as $\bar{I} \to 1$, $S \to \infty$, or alternatively, $\chi \to \infty$ signaling the onset of ordering. $\bar{I} \geq 1$ is thus known as the Stoner criterion[1, 4]. In this regard, Stoner’s criterion is the simplest condition for a magnetic instability. It is only concerned with the value of the DOS directly at $E_F$, thus neglecting the structure of the rest of the DOS; and it is for $T = 0$, so any possible effect of finite temperature on the DOS is also neglected[57].

For Pd, the susceptibility enhancement over that from band structure calculations[58, 59] usually leads to $S \sim 9$ ($\bar{I} \simeq 0.9$). The Pauli susceptibility directly depends on $D_F$, and so provides a strong test for such calculations[60]. This is very true for Pd as $E_F$ lies in a region at the top of the $d$ band where the density of states (DOS) is a rapidly decreasing function of energy. $E_F$ lies just above a sharp peak in the DOS ($\sim 25$ meV)[58, 59, 60, 61, 62]. $D_F$ is accordingly high and very sensitive to the position of $E_F$[63]. Considering the transition metals, the parameter $\bar{I}$ for Pd is only exceeded by those of the 3$d$ ferromagnets and Sc[1, 63]. Indeed, the fcc band structure is shared by the ferromagnet Ni; however, the key difference is that in the paramagnetic state $E_F$ of Ni lies even closer to the sharp peak at the top of the band[1].

From theory, the enhancement of the static susceptibility of Pd is strongest around $q \sim 0$ and $\omega \sim 0$, and decreases quickly with increasing $q$ (with a Lorentzian form) or $\omega$ toward $\chi_0[56, 64, 65, 66]$. This is the typical behaviour for a ferromagnet. In contrast, antiferromagnetic order is characterized by enhancements at a finite wavevector $Q \neq 0[1]$; see e.g., Refs. [51, 65, 66, 67, 68]. $I_0$ is found to have a weak dependence on $q$, and is regarded as a local atomic property[1, 63] (and typically taken temperature-independent). This means the susceptibility is uniformly enhanced[1].

While the “Stoner model” of itinerant electron magnetism[69] in combination with $ab\ initio$ band structure calculations is quite good for the ground state (i.e., $T = 0$); problems are encountered in the application to finite temperatures[70]. Most notably, the model fails to correctly predict the transition temperature[1, 71]. For example, the Stoner model pre-

\footnote{The more precise values commonly employed for Pd are $S = 9.4$ or $\bar{I} \simeq 0.89$.}
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dicts $T_C$ values for the 3$d$ ferromagnets that are at least four times larger than experiment[70]. This is because the disappearance of the static, ordered magnetic moments must occur from single particle excitations (spin-flips) requiring too high an energy $\sim T_F[1]$. Additionally, the model fails to adequately describe the Curie-Weiss (CW) behaviour of the susceptibility frequently observed above the transition temperature; while in the ordered state, it also does not properly describe the temperature dependence of the magnetization[71].

Eventually the viewpoint shifted to a focus on collective excitations; Doniach and Engelsberg showed that such collective modes make corrections to the energy calculated in the single-particle Stoner (RPA) model when the exchange enhancement is large[72]. Known as spin fluctuations, they represent long wavelength, low energy, collective excitations of enhanced spin density. The characteristic energy is thus reduced by the low energy of the spin fluctuations as compared to the single-particle excitations (by a factor $S$)[72, 73], leading to a renormalization of the finite $T$ susceptibility and other thermodynamic properties[72, 73]. In particular, better agreement with experiment is obtained for $T_C$ by treating the transition as fluctuation-driven, and the CW behaviour at high $T$ is also correctly predicted[74, 75]. The spin fluctuations are also known to inhibit Bardeen-Cooper-Schrieffer (BCS) type superconductivity[76], and are invoked to explain the absence of superconductivity in elements such as Pd and Sc in their equilibrium states[77].

With time, an increasing number of structurally ordered alloys were discovered that exhibit very large enhancement factors, e.g., TiBe$_2$ for which $S \sim 60[67]$. Other well-known examples include Ni$_3$Al (and the related Ni$_3$Ga), ZrZn$_2$, Sc$_3$In, MnSi, and (Sc,Y,Lu)Co$_2$. Several of these systems order ferromagnetically, but the $T_C$s are rather low (often of the order of tens of Kelvin); while those that do not order are clearly strongly enhanced paramagnets, i.e., nearly ferromagnetic. All are metallic, and the itinerant electrons are responsible for the magnetic properties. In the paramagnetic state, $\chi$ often exhibits an initial quadratic temperature dependence at low temperature; while at higher temperatures, the susceptibilities are univer-
sally seen to transition to a CW behaviour that is observable over a wide T range [71, 78]. Moreover, for those systems that do order, the effective magnetic moment $\mu_{\text{eff}}$ obtained from the Curie constant is always larger than the saturated moment $\mu_{\text{sat}}$ obtained below $T_C$ [71, 78]. The term “weak” (or unsaturated) ferromagnet is used to describe these materials. The Heisenberg local moment description is invalidated by the ratio $\mu_{\text{eff}}/\mu_{\text{sat}} \gg 1$; while again, the high characteristic energy scale of the Stoner model makes it inappropriate [71, 78]. From the 1970s onward, the importance of spin density fluctuations was becoming clear, and increasing efforts were made to self-consistently incorporate spin fluctuation (SF) corrections to the RPA ground state for itinerant electron magnets. Such a theoretical framework was notably advanced by Moriya and co-workers [71], and Lonzarich and co-workers [54, 78]. The basic notions of the model are sketched below [79, 80] (essentially following the formulation of Ref. [54]).

Spin fluctuation effects can be incorporated into the equation for magnetization by means of the Ginzburg-Landau framework of phase transitions [81]. In this approach the free energy $\mathcal{F}$ is expanded as a power series of an order parameter (that may fluctuate about a mean value). This formalism is strictly valid near the phase transition. For the case of a transition to a magnetically ordered state, $\mathcal{F}$ is expanded in terms of the magnetization $M$,

$$\mathcal{F}(M) = \mathcal{F}_0 + \frac{a}{2} M^2 + \frac{b}{4} M^4 + \frac{g}{6} M^6 + \cdots.$$  \hfill (1.32)

The term $\mathcal{F}_0$ represents the free energy of the non-interacting system. The magnetic equation of state in the limit of $T \to 0$ takes the form,

$$H = \frac{\partial \mathcal{F}(M)}{\partial M} = aM + bM^3 + gM^5 - c\nabla^2 M.$$  \hfill (1.33)

The expansion (Landau) coefficients $a$, $b$, $c$, and $g$ are taken to be independent of $M$ in the case of weak ferromagnets/enhanced paramagnets. The coefficient $a$ represents the inverse of the enhanced susceptibility from the Stoner (RPA) model, i.e., in the absence of the fluctuations: $a = (\chi_0^{-1} - I_0)^8$.

---

8 This means that $a$ is technically $T$-dependent through the (Stoner) single-particle
In the paramagnetic state, $a$ is positive; while it changes to negative in the ferromagnetic state. The coefficient $b$ may be of either sign. In the case that it is positive, the higher-order term (with coefficient $g$) is often neglected as this term is small for weak magnets; however, in the case of negative $b$ this term must be retained. The term involving the coefficient $c$ represents the spatial gradient of the magnetization. It is added to take into account spatial variations of the fluctuations, and is thus related to the $q$ dependence of the susceptibility. In essence, the fluctuations are assumed to vary in real space on a scale longer than the electron interactions; this lowest-order gradient term is introduced to account for the non-locality. The sign of $c$ is positive in the case of ferromagnetism, and negative in the case of antiferromagnetism.

The temperature dependence of the magnetic equation of state is taken to arise from the thermally-induced spin fluctuations. They can be viewed as introducing a random magnetization of zero mean to each term on the right-hand side of Eq. (1.33). The terms non-linear in $M$ generate corrections due to the added magnetization. The effect of the SFs is thus to impart a temperature dependence to the susceptibility, i.e., a renormalization of the $T = 0$ coefficients[74]:

$$a \rightarrow \tilde{a}(T) = (\chi_0^{-1} - I_0) + \frac{5}{3} b \langle m^2 \rangle + \frac{35}{9} g \langle m^2 \rangle^2,$$  

(1.34)

and

$$b \rightarrow \tilde{b}(T) = b + \frac{14}{3} g \langle m^2 \rangle.$$  

(1.35)

The quantity $\langle m^2 \rangle \equiv \xi^2$ represents the sum contribution from the thermal variance of the Fourier components of the spin density fluctuation, $\xi^2 = \sum_q \langle m^2(q) \rangle$; $\langle m^2(q) \rangle$ is calculated from

$$\langle m^2(q) \rangle = \frac{2}{\pi} \int_0^\infty N_\omega \chi''(q, \omega) d\omega,$$  

(1.36)

where $N_\omega$ is the Bose function. The coefficient $b$ is identified as the mode-mode coupling parameter which describes the coupling amongst the spin excitations; due to the high energy involved, this dependence is typically ignored.
fluctuation modes.

The above equation indicates that the generalized dynamic susceptibility \( \chi''(q, \omega) \) is a required input. The following model has been proposed for itinerant \( d \) electrons\[71, 82\]

\[
\chi^{-1}(q, \omega) = \chi^{-1}(q, 0)[1 - i\omega/\Gamma(q)]; \quad (1.37)
\]

where \( \chi^{-1}(q, 0) = \chi^{-1}(0) + cq^2 \) is the static, non-interacting susceptibility expanded to lowest order in \( q \), and \( \Gamma(q) = \gamma_m q \chi^{-1}(q, 0) \) defines the \( q \)-dependent relaxation rate of the fluctuations. This model is obtained under the assumptions that the fluctuations are small in amplitude, \( q \) and \( \omega \) are small, and the lattice is cubic (i.e., isotropic). In practice, only the susceptibility is taken to be renormalized by the inclusion of SFs, not the parameters \( c \) or \( \gamma_m \). In this model the fluctuations decay (exponentially) with a rate \( \Gamma(q) \propto |q| \), a process technically referred to as “Landau damping.” This form of the relaxation reflects the expectation that fluctuations at the critical wavevector will slow down, or “freeze,” as the transition to the ordered state is approached. Inelastic neutron scattering (INS) provides a direct means of studying magnetic excitations, like SFs, since the scattering intensity is related to \( \chi''(q, \omega) \), and it offers the possibility to resolve any \( q \) dependence of the fluctuation spectrum. INS experiments suggest that the above model employing a single relaxation rate is adequate for describing \( d \) metals or their alloys\[83, 84, 85, 86\].

The resulting imaginary component of \( \chi(q, \omega) \) takes the form

\[
\frac{\chi''(q, \omega)}{\omega} \approx \chi(q, 0) \frac{\Gamma(q)}{\omega^2 + \Gamma(q)^2}, \quad (1.38)
\]

which is that of a Lorentzian. Overall, the susceptibility is thus given as

\[
\chi^{-1}(q, \omega; T) = \tilde{a}(T) + cq^2 - \frac{i\omega}{\Gamma(q)}. \quad (1.39)
\]

Essentially, as \( \langle m^2(q) \rangle \) depends on the renormalized \( \chi''(q, \omega) \), the equa-
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tions can be solved self-consistently. Thus, the model yields an equation
for the temperature dependence of the susceptibility in terms of the \( T = 0 \)
parameters, \( a, b, g, c, \) and \( \gamma_m \). These can, in principle, be obtained from ex-
periment. The parameters \( a, b \) (and \( g \)) can be obtained from the \( T = 0 \) limit
of magnetization measurements (i.e., as a function of external field), while \( c \)
and \( \gamma_m \) can be determined from inelastic neutron scattering measurements,
or in some cases by NMR as well (see below).

As emphasized by Moriya[71], the CW form of the high-\( T \) susceptibil-
ity observed over a broad range of temperatures in enhanced paramagnets
(or equivalently, weak magnets above the transition temperature) originates
from thermal disorder. From \( T = 0 \), the mean-square amplitude of the spin
fluctuations \( \xi^2 \) increases essentially linearly with \( T \)[74, 75], but is bounded
by a saturation value determined by the band structure. The temperature
at which the amplitude is considered saturated is denoted by \( T_{sf} \); above this
point, the spin fluctuations are treated as analogous to local moments. So,
according to the SF model, the paramagnetic state contains some degree of
short-range order, albeit fluctuating, in sharp contrast to the Stoner model,
where the state above \( T_C \) is nonmagnetic.

The SF model has largely been accepted as the present theoretical ba-

The model is commonly referred to as the self-consistent renormalization (SCR) theory
of spin fluctuations.
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magnetism)[89]. Although detrimental to the BCS-type, SFs have been considered as possible mediators for a more “exotic” type of superconductivity; one which thus co-exists with magnetism[54, 90, 91].

Long known to be an enhanced paramagnet, palladium was one of the prototype systems in the earliest studies of spin density fluctuations[64, 72, 76]; their important role in its magnetic properties is quite well-accepted[66, 80, 92, 93]. Earlier methods of experimentally “seeing” their presence in palladium was through their additional contribution to electron scattering in low temperature transport measurements[94]. Takigawa and Yasuoka[32] show that \( \chi_{\text{Pd}} \) obeys the CW law from about 250 K up to at least \( \sim 1700 \) K (the melting point of Pd is 1828 K). In addition, they observed a \( T - \text{linear} T_{sd}^{-1} \) at low temperatures that tended toward saturation above about 275 K. The rate above \( T_{sf} \) was not consistent with a fixed-spin, local moment relaxation as estimated from the high-\( T \) CW analysis of \( \chi \) [cf. Eq. (1.2)]; instead it was considered to be consistent with the prediction from the SF model of a monotonic increase of \( \xi^2 \) with \( T \), followed by saturation above \( T_{sf} \) giving rise to thermally-induced, local moment-like behaviour[71]. Their estimate of \( T_{sf} \sim 250 \) K[32] is in keeping with the value generally taken for Pd[95]. By comparison, this is an order of magnitude larger than that of many weak ferromagnets[95]. A recent \textit{ab initio} calculation of \( \chi_{\text{Pd}} \)[93] explicitly shows the linear increase of \( \xi^2 \) with temperature; tending toward saturation above about 200 K.

As mentioned above, INS can most directly probe SFs. Doniach pointed out many years ago that SFs should be observed in Pd by this technique[56], but it wasn’t until very recently that this was actually achieved[84]. The excitation energies of the spin fluctuation spectrum in Pd are quite low and were found to extend over a broad range spanning an order of magnitude. The authors applied the model of \( \chi''(q,\omega) \) given by Eq. (1.37) and found it to provide a “reasonable global description” to the SF spectrum[84].

At this point, the maximum in \( \chi_{\text{Pd}} \) is considered in a little more detail. Indeed, such maxima are (almost) ubiquitous in enhanced paramagnets and there have been various explanations put forth as to their origin. The question is still not firmly resolved, and it is quite likely that there is not one
universal origin.

One line of thought attributes the maxima to $T$-dependent corrections to the susceptibility due to scattering of electrons on the Fermi surface in the presence of strong electron interactions\[96, 97, 98, 99, 100, 101\]. However, throughout the years, there were often disagreements as to the exact form and degree of importance of these corrections.

Within the SF model, a maximum in the susceptibility can arise if the mode coupling parameter $b$ is negative\[71, 78\]. Additionally, Yamada has highlighted the role of negative mode-mode coupling in metamagnetism\[89\], and in potential magnetovolume anomalies\[102\]. In such a case, Eq. (1.32) must be carried out to include the $M^6$ term\[54\]. This was recently illustrated by the susceptibilities of Ni$_3$Al and Ni$_3$Ga. The former is a weak ferromagnet, while the latter does not order and is instead a strongly enhanced paramagnet. Smith found that the magnetization and susceptibility of Ni$_3$Al can be described using an expansion involving just the two Landau parameters $a$ and positive $b$ ($g \equiv 0$); while the susceptibility of Ni$_3$Ga was best described with $b$ negative, thus requiring all three parameters\[79\]. The extended form of the expansion is a means of incorporating any low temperature corrections; viewed as altering the effective interaction between the fluctuation modes\[103\].

Within the SF model, the expansion coefficients can be derived microscopically from the form of the band structure\[71, 78\]. This opens the possibility of calculating these parameters \textit{ab initio}\[67, 80, 104, 105\]. The band structure itself is material-specific, and so features in the electronic dispersion may play a role. For instance, if there are peaks, or singularities, in the DOS close to $E_F$, these can result in divergent quantities making application of the model problematic\[67\]. The non-interacting DOS controls the $q$ dependence of the generalized susceptibility, and so directly influences the SF spectrum\[104\].

According to the Stoner theory, $\chi(T)$ of an enhanced paramagnet follows a $T^2$ variation with a coefficient that is determined by the difference between the second and first derivatives of $D_F$ with respect to $E$\[58, 59, 69\]. A DOS that gives rise to a positive second derivative can lead to $\chi(T)$ initially in-
creasing with \( T \), thus exhibiting a maximum\[69\]. This criterion is indeed found from the DOS of Pd\[58, 59, 69\], while \( D_F \) itself decreases by approximately 6% between 0 K and room temperature (due to thermal vibrations of the atoms, i.e., phonons)\[61\]. Within the SF model, the mode coupling parameter \( b \) is also determined by this same difference in the derivatives of \( D_F \)[71, 78, 106], where a positive second derivative is generally indicative of a negative \( b \). Thus, within this model, the maximum in \( \chi_{\text{Pd}} \) may require the use of the extended expansion, as mentioned above. However, \( E_F \) of Pd lies just above a peak in the DOS. A strongly peaked DOS near the band edge (dictated by the lattice structure) has been identified as being an important condition for stabilizing ferromagnetism in general\[57, 107\]. In particular, \( E_F \) appears in a region of the DOS that is rapidly varying and near to an inflection point\[80, 109\]. In calculations, this results in extreme sensitivity of results to the placement of \( E_F \)[58, 59, 60, 108, 109]. The second derivative of \( D_F \) is correspondingly a difficult quantity to calculate precisely\[59, 80\].

At the maximum, \( \chi_{\text{Pd}} \) is \( \sim 10\% \) larger than at \( T \simeq 0 \). It is conceivable that such a small increase requires only a weak temperature dependence, as, e.g., that found for \( D_F \)[61]. For instance, in TiBe\(_2\), \( E_F \) lies just below a sharp peak in the DOS and it was concluded that the enhanced \( \chi(T) \) (which varies more strongly with \( T \) than that of Pd) could be adequately described by a \( T \)-dependent \( E_F \) accompanied by thermal “smearing” of the DOS\[67\]. The possibility has been suggested that \( \chi_{\text{Pd}}(T) \) can be completely described within the Stoner (single particle) model for enhanced paramagnets if a very accurate band structure is employed\[109\]. One method of improving the agreement of the Stoner susceptibility with experiment is to allow for the effective, mean-field exchange parameter \( I_0 \) to be temperature-dependent. In the past, such an approach has indeed been considered for the susceptibility of enhanced paramagnets like Ni\(_3\)Ga\[110\] and Pd\[108, 111\]. Most recently, Zellermann et al.[109] employed this approach and succeeded in reproducing \( \chi_{\text{Pd}}(T) \) up to 800 K with the maximum appearing about 20 K lower than experiment. In this case, it is found that the interaction parameter needs only a thermal variation \( \sim 1\% \) up to room \( T \)[109, 111], indicative of the general adequacy of the Stoner model\[109\]. A weakly \( T \)-dependent
1.3. Enhanced paramagnetism and the spin fluctuation model

$I_0$ may be viewed as an alternative way of dealing with small uncertainties in the DOS and thus $D_F$ and its derivatives. In Ref. [109], the small variation of this quantity was interpreted as due to a renormalizing effect of the collective thermal excitations; highlighting the close relation between the single particle and collective effects, as the latter is strongly dependent on the former.

In light of this, it is interesting to mention the renormalizing effects that are attributed to the zero-point (zp) fluctuations in the spin fluctuation models. In the earlier treatments[71, 78], they were assumed to produce a $T$-independent renormalization of the interaction constant, $I_0 \rightarrow \tilde{I}_0$; which may be equivalently viewed as a renormalization of the DOS[78]. Subsequently, recent elaborations on the SF model have considered the role of the zp fluctuations in more detail and have emphasized their influence on the mode coupling parameter in particular[87, 112, 113, 115, 116, 117]. Miyai and Ohkawa have argued that the CW susceptibility observed in itinerant ferromagnets (especially those with on-site interactions strong enough that the moments can be considered as “almost localized”) stems not only from thermal spin fluctuations, but also from a temperature-dependent mean-field interaction which occurs when there is a sharp peak in the DOS in the vicinity of $E_F$[118].

To close, the use of NMR to probe the spin fluctuation spectrum of a metal is briefly summarized. In Sec. 1.2.2 above, $T_1^{-1}$ was shown to depend on the transverse fluctuations of the imaginary part of the dynamical susceptibility [cf. Eq. (1.20)][39],

$$\frac{1}{T_1 T} = \frac{\gamma^2 k_B}{\mu_B^2 \hbar} \sum_{\mathbf{q}} |A_{hf}(\mathbf{q})|^2 \frac{\chi''(\mathbf{q}, \omega_L)}{\omega_L}.$$  \hspace{1cm} (1.40)

For definiteness $A_{hf}(\mathbf{q})$ is taken to be independent of $\mathbf{q}$. As the NMR frequency is small, one can take the limit $\omega_L \rightarrow 0$. Similarly, for the case of $\mathbf{q}$, one considers small values around the critical wavevector, as required by the SF theories ($\mathbf{q} \sim 0$ for a ferromagnetic instability). Using the form described by Eq. (1.38) leads to $\chi''(\mathbf{q}, \omega_L)/\omega_L \propto \chi(T)/\Gamma_0$; where $\chi(T)$ is
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the static uniform susceptibility [i.e., $\chi(0,0)$], and $\Gamma_0$ represents the energy scale of the SF spectrum.

As $(T_1 T)^{-1}$ is typically dominated by the $d$ electron (SF) contribution, if the corresponding $K - \chi$ plot is found to be linear (at least over some $T$ range), then $K_d(T) \propto \chi_d(T)$ and

$$\frac{1}{(T_1 T)^{-1}_d} \simeq \kappa K_d(T) + y; \quad (1.41)$$

where $y$ is a constant off-set that accounts for the contributions from all other less important relaxation processes. Ignoring the constants gives $\kappa \propto (\gamma_m^2 A_{hh}^d)/\Gamma_0$ (recalling the $A_{hh}^d$ can be determined from the slope of the $K - \chi$ plot). This implies that a plot of $1/(T_1 T)_d$ vs. $K_d$ with $T$ as the implicit variable directly yields a slope that is inversely proportional to the energy width of the SF spectrum. This linearity is a consequence of the dynamic properties of metals close to, or possessing, a magnetically-ordered state (an analogous scaling exists for antiferromagnets)[71, 119]. This behaviour is clearly distinct from the Korringa relation [Eq. (1.26)], which is applicable to simple metals that are far from a magnetic instability. The dynamical scaling predicts a diverging zero-field $T_1^{-1}$ as the critical $T$ is approached, reflecting the divergence in $\chi(T)$ as the ordered state is approached[119].

The earliest report of $1/(T_1 T)_d$ scaling with $\chi_d$ was from Ti NMR of TiBe$_2$[120], and has later been observed in a variety of metallic systems with ferromagnetic[121, 122, 123, 124, 125, 126] and antiferromagnetic[85, 127] SFs; the former including Pd[32]. The quantity $\Gamma_0$ is equivalent to the product $c\gamma_m$, and is expressed as a temperature denoted $T_0[71, 113]$. The use of NMR in this regard has encountered a very well-known issue associated with the implementation of the SF theory itself; namely, the need to define a cut-off wavevector $q_c$. This quantity enters directly in converting $\Gamma_0$ to $T_0$, or vice-versa. For instance, Corti et al. obtained a value of $T_0$ from Si NMR of MnSi that was a factor of four smaller than the value obtained from INS[123]. The authors could obtain agreement if the value of $q_c$ used in converting $\Gamma_0$ was made four times larger than prescribed by the standard SF model[123]. A similar conclusion about the need for a larger $q_c$ was
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also recently reported from NMR measurements in a different system[125]. Since the SF models are based on small \(q\) expansions, the need to use a large \(q_c\) signifies a problem with the SF model in its original form. This is a notable difficulty in applying the SF models as there is no exact definition of \(q_c\)[80, 86, 105], and the results are sensitive to the \(q\) range employed[71, 109].

1.3.1 Further notes on the susceptibility of Pd

It is noted that \(\chi_{\text{Pd}}\) does not show any dependence on applied field[128, 129, 130, 131], and that this is valid for fields as high as 40 T[95]. A tiny non-linearity, i.e., increase, at high fields and low temperatures was reported with a correction factor \(\sim 10^{-14}/G^2\)[128]. This amounts to less than 1% correction, and can safely be neglected[129, 130]. This is consistent with the absence of a metamagnetic transition for Pd, in accord with calculations[92, 132, 133]. In Ref. [132] the critical field for this transition was predicted to be \(\sim 300\) T.

The electronic structure, and therefore the magnetism of Pd is very sensitive to the underlying lattice structure[134]. Since \(E_F\) lies in a strongly varying part of the DOS, even tiny changes in the lattice parameter can have a large effect on \(\mathcal{D}_F\)[62]. One notable consequence of this is the prediction that pure Pd will be ferromagnetic for a lattice expansion \(\sim 5\%\)[135, 136, 137, 138]. An expanded lattice results in a narrowing of the \(d\) band and thus increased \(\mathcal{D}_F\) that, together with the high value of \(I_0\), will satisfy the Stoner criterion for ferromagnetism. One experimental result attributed to this effect was reported for thin Pd layers expitaxially strained in the form of Au/Pd/Au sandwiches. Although the strained Pd did not exhibit ferromagnetism, the low temperature susceptibility was significantly enhanced: \(S \sim 10^2 - 10^4\)[139]. It was concluded that the anisotropic nature of the strain due to the two-dimensional nature of the samples plays an important role in this enhancement[140, 141, 142, 143]. In this regard, it has been suggested that a strained lattice will also significantly reduce the critical field necessary for a metamagnetic transition[132]. Indeed, according to Hjelm[133], lattice expansions of 2–5% cause the magnetization to increase.
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strongly as the applied field is increased from 0 to 50 T; for an expansion of 5%, he predicts the critical field to be only 10 T. The potential influence of lattice deformation on the susceptibility is important to keep in mind when studying thin films of Pd, e.g., the $\beta$-NMR measurements presented in Chapter 5.

Briefly, it is well-documented that the susceptibility of Pd is also sensitive to the presence of impurities; in particular, all non-magnetic impurities are known to cause $\chi(T)$ to decrease. Overall, as the impurity concentration is increased, the magnitude of $\chi$ is reduced and the maximum becomes less pronounced; eventually for sufficient impurity concentration, the maximum is completely eliminated and the susceptibility becomes temperature-independent\cite{11, 144, 145, 146, 147, 148, 149}. In general, the susceptibility is reduced by a few per cent for every at.% of impurity. For example, in the case of dilute Ag impurities, the initial reduction in the susceptibility is by about 3% per at.% Ag, and the maximum in $\chi$ is essentially eliminated for $\sim$ 5 at.%\cite{11, 148}. This reduction in the susceptibility applies to impurities in the form of substitutional alloys, as well as interstitial impurities. The latter is best illustrated by the susceptibilities of the hydrides\cite{15, 150}, as Pd readily absorbs H (or deuterium) into the octahedral interstices. The susceptibility is reduced by approximately 1.5% for each % of H(D) absorbed, essentially independent of temperature\cite{150}. As the concentration is increased above 60%, the maximum in $\chi$ is eliminated, resulting in a $T$-independent susceptibility that eventually becomes diamagnetic\cite{15}. A similar reduction in $\chi$ has also been observed when B is introduced into the octahedral sites\cite{151}. A notable exception is dilute Rh impurities. In the concentration range between 1 and 10 at.%, these substitutional alloys show enhanced susceptibilities compared to that of the pure host, with a $\chi$ that increases continually upon cooling below room temperature\cite{13, 148}. Alloys with Rh concentrations between 3 and 8 at.% exhibit a susceptibility at 4 K that is almost twice as large as that of Pd\cite{148}. However, as the Rh concentration is increased above 10 at.%, the susceptibilities of the alloys again become reduced in comparison to Pd\cite{13}.

In contrast, since the susceptibility of Pd is so strongly enhanced, it has
long been known that magnetic impurities like Fe and Ni readily generate a ferromagnetic polarization of the conduction electrons, even in very dilute concentrations[152]. A single magnetic impurity is sufficient to generate a region of ferromagnetic polarization that encompasses a significant number of surrounding host atoms. The localized moment together with the moment induced on the atoms within the polarized region (or “cloud”) give rise to what is termed a “giant moment”[152, 153]. Fe impurities give rise to the largest giant moments in Pd, with reported values of the effective moment in the range of $7–15\mu_B$, depending on the concentration[153]. Neutron diffraction measurements estimate the spatial extent of an Fe-induced giant moment to be of the order of a nanometer in Pd[154]. A similar effect occurs when magnetic impurities are introduced into Pt, but the size of the giant moments are about half as large[153]. Thus, for sufficient concentrations of magnetic impurities, the giant moments can percolate throughout the volume of the host giving rise to a highly dilute alloy that can order ferromagnetically. For Fe in Pd this occurs for concentrations $\sim 0.1$ at.%[152, 155]. At this low concentration, $T_C$ is only around 5 K, but it increases sub-linearly with increasing Fe, and appears to saturate at about 400 K in the more concentrated alloys ($\sim 20$ at.%)[155]. In the case of Ni, a higher concentration $\sim 2$ at.% is required to drive Pd ferromagnetic; however, in this case it is not isolated Ni atoms, but rather small Ni clusters that are responsible for the induced ferromagnetism[156].

1.4 An alternative: implanted probes

While NMR is an attractive method to study the electronic structure of materials (as it is in the study of molecules and liquids), it is not without limitations. Specifically, signal-to-noise, i.e., low sensitivity imposes restrictions. In conventional NMR the signal is detected through changes in the population of nuclear spin levels; the initial polarization produced by an external magnetic field and follows a thermal (Boltzmann) distribution. The signal is frequently detected via the voltage induced in a pick-up coil (that scales with $\omega_L$). As the degree of nuclear polarization is low, detection us-
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If a macroscopic circuit requires there be a large number of spins; typically $\sim 10^{18}$. Besides the requirement of a sufficient amount of sample, in the case of metals (i.e., conductors) there is a second consideration. The radio-frequency (rf) magnetic field used to induce the spin population changes can only penetrate into a metal a certain distance which is both material- and frequency-dependent and is called the rf “skin depth”\[157\]. For metals, this is typically of the order of microns. Consequently, NMR experiments on metallic systems are most generally performed on samples in the form of randomly-oriented powders.

In some cases, using fine-powdered samples can be desirable, since at very small length scales the electronic structure is often distinct from that of the macroscopic scale, and NMR can be used as an effective tool to study such “finite-size effects” (see e.g., Ref. [5]). However, in real devices, materials are often used in the form of thin films or multilayers. In this geometry both a free surface and interfaces exist. Most generally, one can expect that the electronic structure of a material will also be distinct from that of the bulk in the vicinity of a surface or interface\[158\]. The change may be localized to a single atomic layer, or it may exhibit a “healing length” in which it recovers back to the bulk state over a distance of spanning several layers, perhaps in an oscillatory fashion. While NMR does probe the electronic structure of a material with atomic scale resolution, there is inherently a small number of spins in the surface or interfacial regions, and this severely limits the application of the technique to such samples. In the field of materials, NMR is largely restricted to be a bulk probe of matter. This is troublesome since there is an ever growing interest in materials of reduced dimensions (i.e., size) for applications in electronics and catalysis, etc. Analogous to powders, as a film becomes thinner, the surface or interface becomes an increasing fraction of the total volume and in many cases the electronic modification is intimately connected with this increase. There have been some successful applications of NMR to the study of the interface between two different metals\[159\], but such studies are certainly quite rare. One method of extending the technique to the study of surfaces is to perform NMR measurements on adsorbates that have been pre-polarized\[160\].
A powerful alternative to conventional NMR in this regard is the use of radioactive probes[161]. The outstanding advantage to such techniques lies in the method of detection. Broadly, in these spectroscopies the signal is detected through high-energy radiation emitted by a radioactive nucleus as it undergoes decay. This in turn improves the signal-to-noise by orders of magnitude. Consequently, far fewer spins are required making nuclear probe techniques well suited for the study of samples consisting of a small number of atoms. The probe nuclei are either implanted into the sample, or in some cases, incorporated directly during synthesis. Frequently, this allows for the possibility of studying condensed matter in a depth-resolved manner. The implanted probes are sensitive to the local electronic structure of the host through the various hyperfine interactions, in a fashion analogous to the hf interactions of the host nuclei in conventional NMR (discussed above in Sec. 1.2).

In the present investigations one such nuclear technique, namely that of beta-detected nuclear magnetic resonance β-NMR, has been applied to the study of metallic paramagnetism. The technical and experimental details are presented in Chapter 2 and Appendices A and B. Briefly, a low-energy beam of $^8\text{Li}^+$ ($I = 2$) is optically polarized in-flight and subsequently implanted into a sample. A variable, static, external magnetic field is applied longitudinal to the nuclear spin and a magnetic resonance is detected by the application of a small, transverse, rf magnetic field. The technique relies on the anisotropic distribution of electrons emitted in beta-decay of the probes. When the rf field is on resonance with the nuclear spin splitting, the polarization is destroyed as the spin precesses in the rf field resulting in a loss of the measured beta-electron count rate asymmetry. β-NMR can be performed using $\sim 10^6$ implanted spins; so, the probes are in the highly dilute limit and interactions between them can be safely neglected.

The technique of β-NMR is very similar to the technique of muon spin rotation/relaxation spectroscopy μSR[161, 162]. Typical μSR involves the implantation of 2–4 MeV positive muons into a sample. In contrast, the β-NMR spectrometer used for the present studies was specifically designed to permit electrostatic deceleration of the low energy ($\sim 30\text{ keV}$) ion beam,
and thus allow for variable implantation depths. This translates into the ability to perform measurements on small length scales; for many materials this ranges between $\sim 10 - 10^2$ nm. Thus, systematic investigations as a function of distance from a free surface, or from a buried interface are readily possible. In this regard, low-energy $\beta$-NMR[163] is similar to low-energy $\mu$SR[164]. As the static external field is not used to generate nuclear spin polarization, the technique can in principle be performed for any value of the applied field, including zero field (which in the case of $I > \frac{1}{2}$ allows for low-energy beta-detected nuclear quadrupole resonance $\beta$-NQR[165]).

One of the earliest, and still employed, applications of the $\beta$-NMR principle is for the determination of the nuclear magnetic[166] or quadrupole moments of an isotope[167]. The total hf field sensed by the implanted probe is made up of contributions analogous to those of the host nuclei in conventional NMR[161]: Fermi contact, as well as orbital, dipolar, and potentially electric field gradients (EFGs). The Fermi contact interaction is expected to be the source of the largest hf field at the nucleus and originates from the coupling of the probe to the host electrons. For the case of a light ion like $^8$Li$^+$ in a transition metal, the dominant coupling is expected to arise between the Li 2s orbital and the d band of the host[168]. In this way a Knight shift and $T_1^{-1}$ due to this coupling can be defined. The former can be evaluated according to Eq. (1.16) using $\nu_0$ measured in a suitable reference material, i.e., a diamagnetic insulator. Measurements of $T_1^{-1}$ can be made without the need for an rf magnetic field by monitoring the loss of probe polarization with time following implantation. The dipolar interaction is discussed below, while the perturbation due to a EFG is discussed in the following Chapter. For a light probe, the orbital interaction arises from the motion of its electrons and is thus analogous to the chemical shift in conventional NMR. Specifically, from $^6,^7$Li NMR, these shifts are small; typically in the range of -10 to +10 ppm[169].

The coupling between the probe and host can be quantified by a hf
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coupling constant defined as

\[ A_{hf} = \frac{g_e \mu_B N_A K}{z \chi_P}. \]  

(1.42)

In this form, \( A_{hf} \) is expressed in units of \( \text{kG}/\mu_B \). The variable \( z \) represents the co-ordination number of the probe’s final stopping site in the host lattice, so \( A_{hf} \) is a quantity that is expressed per atomic neighbour. This highlights an important difference between conventional NMR and implanted probe techniques like \( \beta \)-NMR, where following implantation, a light ion may come to rest at distinct lattice sites in the host. For instance, it may occupy a regular lattice site arising from host vacancies created during the implantation process, in which case it is considered a substitutional impurity. Alternatively, it may remain in an interstitial site. This is an advantage of using implanted nuclear probes as they offer access to the electronic structure of the interstitial regions— which are more difficult to study by conventional NMR. The strength of the hybridization is, in the simplest picture, a function of \( z \) and the distance between the probe and the neighbouring host atoms, in addition to the details of the electronic structure of the probe and host. The NMR observables \( K, T_1^{-1}, \) linewidths, and (where applicable) EFGs, will thus depend sensitively on the probe’s stopping site. Additionally, \( A_{hf} \) is sensitive to factors like the degree of electronic screening in the immediate vicinity of the probe by the electrons of the host, and to the extent of local host lattice relaxation around the probe. Results from measurements of the hf field at implanted probes provide stringent tests for electronic structure calculations[170, 171, 172]. One can perform a Korringa analysis [i.e., Eq. (1.26)] on the Knight shift and \( T_1^{-1} \) measured for an implanted probe and compare the degree of electronic enhancement at the probe with that for the matrix nuclei obtained by conventional NMR (when available)[173, 174]. For the case of \(^8\text{Li}, S_0 = 1.20 \times 10^{-5} \text{ s K} \) in Eq. (1.26).

One of the main challenges in interpreting results from a light implanted probe is thus the unambiguous determination of the final stopping site(s). Muons are interstitial probes and heavy ions are generally substitutional, but lighter nuclei like \(^8\text{Li} \) and \(^{12}\text{B} \) can possibly occupy both interstitial and
substitutional sites. In this respect, the dipolar interaction can be useful. Specifically, the nuclear dipole-dipole interaction between the probe spin and host spins may be the dominant mechanism giving rise to a broadening of the resonance. The magnitude of the interaction depends on the lattice site, as well as the crystallographic orientation. By using single crystal samples the direction of $H_0$ can be varied with respect to the crystal axes and the resulting linewidths compared with those predicted from van Vleck’s expression for dipolar line broadening due to unlike spins[20, 175],

$$\sigma^{2}_{\text{dip}} = \frac{1}{3} \gamma_I^2 \gamma_S^2 \hbar^2 S(S + 1) \sum_i \frac{(3 \cos^2 \theta - 1)^2}{r_i^6},$$  \hspace{1cm} (1.43)

where $\mathbf{r}$ is the distance vector from the probe spin $I$ and the host spin $S$, $\theta$ the angle between $\mathbf{r}$ and $H_0$, and the sum runs over a given number of neighbouring lattice shells. However, if the host spins possess a quadrupole moment, the above equation does not necessarily hold because the presence of a charged probe generates an EFG on the surrounding host nuclei that influences the orientational dependence of the dipolar widths[176]. Eq. (1.43) is applicable only for sufficiently strong $H_0$, i.e., such that the magnetic Zeeman energy is larger than the electric quadrupole energy for the neighbouring host spins[176, 177]. The dipole-dipole interaction provides the basis for an alternative method by which the stopping site can indeed be unambiguously determined. Briefly, when the host spins are quadrupolar, the EFG induced by the probe permits the possibility that, for particular finite values of $H_0$, the energy of the $|\Delta m_I| = 1$ transition for the probe and host spins are equal. When this condition is satisfied, the probe and host spins can undergo mutual spin flips resulting in the transfer of polarization from the probe to the host spin system, a process termed cross-relaxation[178, 179]. The resonance-like loss of probe polarization at specific values of $H_0$ provides a “fingerprint” of the stopping site for a given crystal orientation with respect to the applied field.

In the application of implanted probe NMR to the study of fcc metals resonances are almost always observed without satellites, being indicative
of high symmetry (cubic) stopping sites where the EFG vanishes or is very tiny. In the fcc lattice there are three such stopping sites for a light probe: the substitutional \( S \) sites \((z = 12)\), the octahedral \( O \) interstices \((z = 6)\), and the tetrahedral \( T \) interstices \((z = 4)\); see Fig. 1.3(a). The \( T \) sites are smaller than the \( O \) sites, and the energy of the lattice is much higher when a probe occupies the former over the latter\[171\]. For this reason, the \( O \) sites are generally favoured over the \( T \) sites as potential interstitial locations for light implanted ions.

The following general picture regarding the stopping sites for light ions has emerged. Implantation at low temperatures results in probes predominantly coming to rest in \( O \) sites where they remain immobile. As the temperature is raised, a thermally-induced site change occurs resulting in increasing occupation of the \( S \) sites. After this site migration, the probes are still immobile in the \( S \) sites; this site change does not mark the onset of long-range diffusion. The population of the sites at a given \( T \) depends on the specific probe-host combination. The conclusion that the \( O \) site is the low temperature location for \(^{12}\text{B} \) and \(^{12}\text{N} \) in \( \text{Cu} \) and \( \text{Al} \) was made on the basis
of dipolar linewidths[180, 181]. By means of the cross-relaxation method, a definitive assignment of $^{12}\text{B}$ to the $O$ site in Cu and Al was made[182], as well as its thermal migration to the $S$ in Cu[179]. On account of the $r^{-6}$ dependence of $\sigma_{\text{dip}}$ it was concluded that $^{12}\text{B}$ and $^{12}\text{N}$ in the $O$ site of Cu or Al produces a local lattice expansion $\sim 10%$[181, 183]. Similarly, when a smaller ion occupies the $S$ site, a local lattice contraction may be expected[179], as was indeed reported for $^{12}\text{B}$ in ZnSe[177]. The local lattice relaxation about an implanted ion is thus a significant factor contributing to the hf interactions sensed by the probe[168, 170, 171, 181, 183].

Results from $^8\text{Li}\beta$-NMR of fcc metals Ag[184], Cu[185], Al[186], and Ni[172] have been interpreted in terms of these site occupations as a function of temperature. At low $T$, resonances at two distinct frequencies are observed. The higher frequency resonance is assigned to ions in the $O$ sites, since as $T$ is increased, this resonance gradually decreases in amplitude concomitant with an increase in the amplitude of the lower frequency line, thus assigned to $S$ ions. In many hosts, for $T$ on the order of room temperature, only resonances from ions in the $S$ site are observed. This is illustrated in Fig. 1.3(b) by the normalized amplitudes of the resonances recorded in a Ag film as a function of $T$[184]. Correspondingly, this site change behaviour is manifest in the spin-lattice relaxation rates: $T_1^{-1}$ is observed to be linear with $T$—consistent with the Korringa mechanism described in Sec. 1.2.2 above—with a gradual decrease in slope over the $T$ interval where the ions undergo the $O \rightarrow S$ site change[185, 186, 187]. The occupation of $S$ sites arises from ions that have encountered a host vacancy created during the implantation process, since this resonance can be observed even at low $T$. It is pointed out that the site change may not be due to migration of the Li itself; instead, $S$ sites may be generated through combination with a thermally-migrating host vacancy created during the ion implantation. Regardless, the supply of host vacancies available to a probe most generally must have been created during the implantation process as the energy required for the formation of an intrinsic self-vacancy in metals is quite high[188].

The goal of the research presented herein is to apply the technique of low-energy $\beta$-NMR to study of the magnetism of pure transition metals, thereby
1.4. An alternative: implanted probes

demonstrating the utility of this technique in extending the application of NMR for investigations of this important property. Specifically, to illustrate the applicability of $\beta$-NMR to the study of magnetism in systems where conventional NMR is difficult or most generally not possible, like samples in the form of films, or for metals like Pd. To this end, results of $^8\text{Li}$ $\beta$-NMR of non-magnetic Au are also presented and serve as a contrast to those of the enhanced paramagnetism of Pd. The samples studied are chosen to be representative of the bulk properties of these metals in order to establish a firm understanding of the behaviour of the $^8\text{Li}^+$ probe in the bulk metallic state. The term bulk is employed here to mean samples sufficiently thick that no finite-size effects are expected (in general, greater than $\sim 10$ nm). This serves as an important prerequisite to any future $\beta$-NMR investigations of samples of reduced geometry.

In the case of Au, the study completes the $^8\text{Li}$ $\beta$-NMR of the group 11 (or noble metals) and the results can be compared with those obtained in Ag\cite{184} and Cu\cite{185}. There exists no previous $^8\text{Li}$ $\beta$-NMR study of Au as a function of temperature. In Ref. \cite{166} a resonance and $T_1^{-1}$ measurement were made at room $T$ towards the determination of the $^8\text{Li}$ magnetic dipole moment; a separate room $T$ measurement of $T_1^{-1}$ was also later reported for $^8\text{Li}$ in this host\cite{189}. A $\beta$-NMR study of Au using $^{12}\text{B}$ was performed for temperatures in the range of $100 – 300$ K\cite{173}.

The study of these simple, non-magnetic metals in their pure, bulk form is important as they are often used as spacer layers in magnetic multilayer heterostructures. For example, the magnetic coupling between two ferromagnetic layers separated by a non-magnetic metal layer can be tuned by changing the thickness of the latter. Such heterostructures can thus be used for spin-dependent transport applications. The depth resolution capabilities of low-energy $\beta$-NMR make it quite well-suited for the study of the magnetic interactions in such multilayers. Indeed, the spatial dependence of the induced magnetism in a Ag layer in contact with a ferromagnetic Fe layer has already been successfully studied by low-energy $\beta$-NMR\cite{190}.

Owing to its chemical inertness, Au is frequently used as a capping layer for thin film samples. A powerful application of low-energy $\beta$-NMR is the
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study of magnetism at surfaces by implanting the probes in a thin, non-magnetic metal overlayer and monitoring the magnetic behaviour proximally[191]. This has recently been accomplished for the case of a Ag overlayer on a high-temperature superconductor[192]. The more frequent use of Au protective layers make it potentially more attractive for such studies. A detailed study of the $^8$Li resonances in pure Au is thus clearly required for such an application.

A very different situation is to be expected in the case of an enhanced paramagnet like Pd. The electronic structure of this metal is highly sensitive to its lattice structure, and recently ferromagnetism has been reported for samples in the form of thin films[193] and small particles[194]. Conventional NMR of Pd is most generally not feasible in these cases, and so low-energy $\beta$-NMR is an ideal alternative. However, this same sensitivity of Pd requires an initial clear understanding of the response of this metal to the implanted ion itself.

Just as in the case of Au, there have previously been only two room temperature $\beta$-NMR measurements of $^8$Li in Pd, i.e., Refs. [166, 189]. Based on their determination of the $^8$Li magnetic moment, the authors of Ref. [166] concluded that $K$ is negative for this probe in Pd, and that $K$ at 300 K is $\simeq 6$. The remaining implanted probe studies of Pd have been performed with $^{12}$B and $^{12}$N[195, 196] or $\mu^+$[197, 198]. In Ref. [196], the $^{12}$B and $^{12}$N measurements were performed for temperatures in the range of 100 – 600 K and a linear $K - \chi$ scaling was observed for both probes; the shift of $^{12}$N was found to be positive for all $T$, while that for $^{12}$B changed from negative to positive at $T \approx 400$ K. Additionally, for both probes the observed shifts were notably enhanced over that predicted from the measured $T_1^{-1}$ and the Korringa relation. In the case of $\mu^+$, the reported shifts are negative[197, 198]. In Ref. [198] data were collected for $T$ extending up to 900 K, and an overall linear $K - \chi$ scaling was also observed, except for $T$ below the maximum, where the shifts do not appear to track the decrease in $\chi$ as closely. The results of the positive muon $K$ for $T$ below room temperature are also included for comparison in Fig. 1.2.

A close similarity between the magnitude of $K$ in Pd and the magnitude
of the hf field in Ni as a function of the impurity valence for Cu, Al, Sn, and \( \mu^+ \) has been observed experimentally[170, 197]. This similarity illustrates that the hf fields in a strongly enhanced paramagnet are physically similar[170]. Calculations predict the hf field for \(^8\)Li impurities at all three cubic lattice sites in Ni to be negative[171]. Indeed, in the \( \beta \)-NMR of \(^8\)Li in Ni, two resonances were observed both with negative \( K \), being assigned to ions in the \( O \) and \( S \) sites[172]. Briefly, the negative hf field at a non-transition impurity in a ferromagnetic host can largely be rationalized in terms of a core polarization-like process for the bonding electrons between the probe and host via the \( s - d \) hybridization[170].

The above serves as a general summary of important aspects of the \( \beta \)-NMR of metals. The following Chapter is devoted to further details of the technique.
Chapter 2

The $\beta$-NMR Technique (at TRIUMF)

2.1 Introduction

In the previous chapter, the advantages of using implanted radioactive ions as probes of matter in overcoming the limitations of convention NMR to study thin films, or surfaces and interfaces was discussed. As $\beta$-NMR is a rather “exotic” technique, the present chapter is devoted to a description of this spectroscopy with respect to the TRIUMF facility.

The most basic requirement of $\beta$-NMR is the ability to produce an isotopically pure beam of the desired radioactive ion. This need is met at the TRIUMF’s ISAC (Isotope Separator and ACcelerator) facility. Following a brief sketch of the production of the radioactive ion beam (RIB), the principles of the optical polarization of the $^8$Li probe will be described, and then the basics of $\beta$-NMR data collection and analysis will be detailed. This chapter ends with a discussion of three topics important to $\beta$-NMR: rf power-broadening of resonances, the macroscopic demagnetization correction to the shift of a resonance, and the effect of a quadrupolar interaction on the resonance spectrum.

2.2 Production and polarization of $^8$Li

2.2.1 Isotope production

RIBs are produced at ISAC using the 500 MeV proton beam from the TRIUMF cyclotron (the actual accelerated species are $\text{H}^-$ ions; the electrons
are stripped by graphite foils before the protons enter the beam line). The proton beam is used to drive a secondary RIB using the ISOL (isotope separation on-line) technique. The high-energy protons bombard a target (typically SiC or Ta) and induce various spallation reactions. The isotopes produced diffuse out of the target, promoted by maintaining the target at a high temperature ($\sim 2500 ^\circ C$). The nuclides are then ionized by contact with a heated tungsten extraction tube (this works well for species with low ionization energies, like the alkalis). The target is typically held at a voltage of 28–30 keV. The nuclides thus escape the target with this energy, having a spread of 1–2 eV. This small energy spread is important for subsequent transport and optical polarization with high efficiencies. The production of radioactive isotopes is accompanied by high radiation fields, and therefore, the entire target stations are located underground, shielded from the experiment hall.

After extraction from the target and ionization, a beam of the desired isotope is obtained using mass separators. These are essentially a series of magnetic fields that causes a deflection of the ions’ path based on their mass-to-charge ratio. This occurs in stages; in the first a coarse separation is achieved, while in the second, a pair of magnets provides a very high resolution of mass separation. The resolution of the ISAC mass separators is more than enough for a light isotope like $^8 Li$ (there are no stable isobars with this mass number for which $^8 Li$ is the longest-lived radioactive species).

Upon exiting the mass separators, the ion beam is then directed above ground to the appropriate experiment station. Transport of the beam is accomplished using electrostatic focussing and “steering” elements. The entire beam line is maintained under high vacuum.

### 2.2.2 Polarization of the $^8 Li$ nuclear spin

$\beta$-NMR relies on the ability to regularly achieve a high degree of nuclear polarization. In this regard, the process of polarizing the probes underpins the technique. The radioactive ion beam for $\beta$-NMR is polarized by optical pumping using circularly polarized light; a process suggested by A. Kastler
in the early 1950s, that is particularly suited to atoms like alkalis\cite{199, 200}. At ISAC this nuclear polarization is accomplished using in-flight, collinear optical pumping\cite{201}. The overall process involves three main steps\cite{201}: neutralization of the \(^{8}\text{Li}^+\) ions; optical pumping of the neutral atoms using a counter-propagating, circularly polarized, resonant laser beam; followed by re-ionization of the atoms. The important points of the process are described below, aided by the optical pumping scheme for the \(^{8}\text{Li}\) atom and the layout of the ISAC polarizer, shown in Fig. 2.1 (a) and (b), respectively.

The \(^{8}\text{Li}^+\) ions are first neutralized resulting in a beam of \(^{8}\text{Li}^0\) (valence electron configuration \(2s^1\)). This is achieved by passing the beam through a cell of Na vapour, typically held at about \(480^\circ\text{C}\). \(^{8}\text{Li}^+\) has a large cross section for charge exchange with Na\cite{163}, and under typical conditions the beam is neutralized with \(\sim 50\%\) efficiency. The neutral beam then drifts through the optical pumping region (1.7 m in length) in the presence of a small, longitudinal magnetic holding field of 1 mT, maintaining the nuclear polarization axis. Situated in the drift region is an electrostatic deflection plate that removes any ions that exit the Na cell without becoming neutralized.

Atomic excitation occurs along the drift region through the interaction of the beam with the counter-propagating laser that is right- or left-handed circularly polarized with respect to the magnetic holding field/beam momentum axis. Atomic excitation occurs by irradiating the Li \(D1\) transition between the \(2S_\frac{1}{2}\) ground state and the \(2P_\frac{3}{2}\) first excited state that occurs at a wavelength of 671 nm. The optical pumping is carried out by a single-frequency dye laser that is itself pumped by a Nd:YAG laser. The laser laboratory is located under the experiment hall and the light is directed by mirrors up to the beam line. A linear polarizer in combination with a remotely-controlled quarter-wave plate allow for switching of the helicity (positive or negative) of the excitation light (i.e., right- or left-handed circular polarization) before it enters the beam line.

As shown in Fig. 2.1(a), both the \(2S_\frac{1}{2}\) ground state and \(2P_\frac{3}{2}\) first excited state are split by interaction of the single valence electronic spin with the \(^{8}\text{Li}\) nuclear spin \((I = 2)\) giving rise to two hyperfine levels that correspond
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Figure 2.1: (a) Optical pumping scheme for the $D_1$ line of $^8\text{Li}$ showing the $^2S_{1/2}$ ground state and the $^2P_{1/2}$ first excited state. The excitation induced by the laser is shown by heavy arrows, and the spontaneous emission by the thin arrows (for clarity, the latter is shown for only one excited state). Adapted from Ref. [202]. (b) Schematic layout of the ISAC collinear optical polarizer. (c) Representative asymmetry versus voltage scan used to tune the Na cell deceleration electrodes to maximize polarization of the beam.
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to the spin state of the valence electron: $F = (I + J)$; $F^{(i)} = \frac{3}{2}, \frac{5}{2}$. The splitting is 382 MHz in the ground state and 44 MHz for the excited state. In the presence of the $\sim 10$ G external holding field, the hyperfine levels are further split into four ($F = \frac{3}{2}$) and six ($F = \frac{5}{2}$) sublevels, according to their magnetic quantum numbers $m_F$. Since the field is small, these sublevels are almost degenerate with respect to the hyperfine splitting[202]. Absorption of a photon of, e.g., positive helicity, excites the Li atom from the ground state according to the selection rule $\Delta m_F = +1$, and the atoms decay by spontaneous emission according to the selection rule $\Delta m_F = 0, \pm 1$. After many cycles of excitation and emission, the angular momentum carried by the absorbed photons is transferred to the atoms[199, 200, 202]. The resonant atoms are thus “pumped” towards increasing atomic (and nuclear) polarization, i.e., increasing $m_F$. The lifetime for spontaneous fluorescence of the excited state is about 50 ns, which is short compared to the transit time through the optical pumping region ($\sim \mu$s). Consequently, when the atoms reach the end of this region, they have undergone multiple pumping cycles and are highly polarized; the majority occupy the ($F = \frac{5}{2}, m_F = +\frac{5}{2}$) state corresponding to the nuclear spin state $m_I = +2[163, 202]$, which is antiparallel to the beam momentum. Thus, if the excitation light is of negative helicity ($\Delta m_F = -1$), the nuclear spin state is $m_I = -2$, parallel to the beam momentum as a result of pumping to the ($F = \frac{5}{2}, m_F = -\frac{5}{2}$) state [i.e., for this case the heavy arrows in Fig. 2.1(a) point to the left].

The last step is to re-ionize the beam by passing it through a cell of He gas, ionizing the $^8\text{Li}^0$ with an efficiency of $\sim 50\%$. This allows for electrostatic steering/focussing of the now spin-polarized $^8\text{Li}^+$ beam. The nuclear polarization is preserved during the stripping process. Two 45-degree electrostatic bends that preserve the longitudinal nuclear polarization are located immediately after the He cell. Any Li not re-ionized are unaffected by the first of these bends, and instead continue in a straight path into the neutral beam monitor (NBM). This apparatus is comprised of a metal foil in a 20 mT longitudinal holding field. There is an aperture in the foil through which the laser beam passes into the beam line. Two detectors in a backward-forward geometry (same as that of the $\beta$-NMR spectrometer
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described in following Section), are used to monitor the polarization and relative intensity of the neutral beam, and as such, the NBM provides an important diagnostic of the $^8\text{Li}^+$ beam used in the experiments.

A couple of important aspects of the optical pumping process also deserve mention. In order to maximize the nuclear polarization, pumping of both hyperfine levels of the $^2\text{S}_\frac{1}{2}$ ground state simultaneously is required, and this is achieved by modulating the frequency of the laser[201, 202]. The laser is passed through an electro-optic modulator (EOM) operating at the hyperfine splitting to generate first-order sidebands at that frequency and broaden the effective bandwidth of the pumping light. Additionally, the resonant absorption frequencies of the Li atoms become Doppler-broadened since they are emitted from the target with a distribution of thermal energies. For an ion beam of energy $E_i$, with a width of $\Delta E_i$, the Doppler width of the absorption frequency $\Delta \nu^*$ can be described by[163] $\Delta \nu^*/\nu^* \propto \Delta E_i/\sqrt{E_i}$. Recall from above, for the $^8\text{Li}$ beam $E_i=28–30$ keV with $\Delta E_i \approx 2$ eV, and so accelerating the beam reduces the relative Doppler broadening thus reducing the required laser power[163]. However, Doppler broadening also occurs due to the multiple collisions with the Na atoms of the neutralizer which can be $\sim 100$ MHz[201]. This broadening is significant enough to prevent the resolution of the first excited state hyperfine splitting[202]. To overcome this, after the laser passes through the first EOM, it then passes through two more EOMs operating in series at 28 and 19 MHz which generate higher-order sidebands. The result is multiple sidebands with a spacing $\sim 10$ MHz, and this allows for the Doppler-broadened absorption spectrum to be covered by the excitation light[201].

In order to maintain a high degree of nuclear polarization the laser frequency must remain stable over the course of spectra collection. This is accomplished by the use of an interferometry (etalon) feed-back system based on the frequency difference between the dye laser and a frequency-stabilized HeNe laser. This prevents the excitation frequency from drifting more than a few MHz per day[201]. Once the laser is tuned and stabilized, the atomic beam energy is fine-tuned in order to match the Doppler shifted absorption resonance to the laser frequency. This is done by scanning the beam en-
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Energy through the use of deceleration electrodes located at the entrance of the Na cell. Fig. 2.1(c) shows an example of such a scan, where the asymmetry from the two laser helicities (proportional to the optically-generated nuclear polarization) measured at the NBM is plotted against the deceleration bias voltage applied to the electrodes. The multiple peaks originate from scanning of the ground state hyperfine levels across the sidebands of the excitation laser; the largest peaks corresponding to the pumping of both levels\(^{201, 202}\), which determines the bias value for maximal polarization. Should the laser need to be re-tuned, the Na cell bias scan is re-performed to determine the new optimal voltage. The example in Fig. 2.1(c) is quite typical; the applied deceleration voltage is generally \( \sim 0.1 \text{kV} \), a small correction to the nominal Li beam energy.

The continuous-wave laser power used is typically \( \sim 100 \text{ mW} \). Nuclear polarization \( \sim 70\% \) is routinely obtained; while values as high as 80\% are attainable, but at the expense of overall ion beam intensity. This value of the nuclear polarization produced is expressed in terms of the normalized nuclear magnetic sublevel population\(^{202}\)

\[
P = \frac{1}{I} \sum_{m} mp_m,
\]

where \( m \) is the nuclear magnetic quantum number and \( p_m \) is the population of the corresponding sublevel. The vector polarization being defined with respect to the longitudinal holding field taken along the \( \hat{z} \) direction. As described in the next Section, the same longitudinal geometry applies to the spectrometer; the optically-generated nuclear polarization along this direction is denoted by \( P_0 \).

\[
2.3 \quad \text{The } \beta\text{-NMR spectrometer}
\]

The spectrometer is of longitudinal design, i.e., the beam axis (and nuclear polarization) are collinear with the external magnetic field \( H_0 \); see Fig. 2.2(a). The spectrometer operates under ultra-high vacuum (UHV, \( \sim 10^{-9} \) Torr). This is an important requirement, otherwise the Li ions (and emitted
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$\beta$-electrons) would stop in contaminant, residual gases (easily condensed at cryogenic temperatures). This spectrometer is also known as the “high-field” spectrometer as $H_0$ can be as large as 9 T. The field is produced by a high-homogeneity superconducting solenoid. Broadly, in addition to the solenoid, the other important components of the spectrometer are the He cold-finger cryostat (3–310 K), a coil to apply the radio-frequency $H_1$ (associated frequency generator and amplifier), and two fast plastic scintillator detectors. The layout of the spectrometer is sketched in Fig. 2.2(a); a schematic may be found in Ref. [163]. Side-view images of the spectrometer, and an axial view image of the cryostat (outside the UHV chamber) are also displayed in Fig. 2.2.

The two detectors are located upstream (backward) $B$, and downstream (forward) $F$ of the sample. As the probes’ momentum is longitudinal to $H_0$, the ions must enter the spectrometer and reach the sample by passing through a 1.5 cm aperture in the $B$ detector. Both detectors are made from (Bicron BC412) plastic. Note Fig. 2.2(a) is not to scale; in reality the $B$ detector is outside the solenoid, further away from the sample than the $F$ detector. Thus, the solid angles subtended by the detectors are different, resulting in different efficiencies. However, the presence of a high magnetic field has a focussing effect on both the incoming $^8\text{Li}^+$ and the emitted betas, resulting in a circular motion of the particles perpendicular to the field; i.e., a helical trajectory[157] that confines them along the axis of the solenoid. This effectively increases the solid angle of the $B$ detector such that the efficiencies of the two detectors are similar when the applied field is above about 1 T.

These are telescope scintillator detectors. The photons generated when $\beta$-electrons strike the plastic are transmitted via lucite light-guides to photomultiplier tubes (PMTs). These in turn convert the optical signal into an electrical pulse to be digitized for computer storage. The detectors and their light-guides are housed in stainless steel, with thin stainless steel windows (0.05 mm thick) through which the MeV $\beta$-electrons can easily pass. This casing isolates the detectors from the UHV.

The cryostat is attached to a motorized bellows that allows it to be
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Figure 2.2: (a) Schematic of the $\beta$-NMR spectrometer components. (b) The spectrometer, taken inside the HV isolation cage with the cryostat retracted from the bore of the magnet; 1: superconducting solenoid; 2: sample load-lock; 3: UHV chamber; 4: cryostat bellows; 5: liquid He transfer line inlet; 6: Front detector PMT (in this image the Back detector is upstream of the solenoid and is not visible). (c) Axial view of the end of the cryostat (outside UHV) showing the sample position and the rf coil around it. (d) Representative beam spot imaged on a sapphire disk at high field.
retracted from, or inserted into, the bore of the superconducting solenoid. This allows access to the sample through a load-lock such that samples may be changed without the need to vent the entire UHV chamber. The sample holder port in the cryostat is keyed such that only the front of the sample faces the ion beam.

As mentioned in the previous Chapter, an important capability of the \( \beta \)-NMR spectrometer is the electrostatic deceleration of the \( ^8 \text{Li}^+ \) beam, thereby allowing for variable implantation depth and thus depth-resolved measurements. Deceleration is accomplished by placing the entire spectrometer and associated electronics on a high-voltage platform that is electrically isolated from ground. The bias voltage is thus an adjustable electrostatic barrier (up to 30 kV) that the Li ions must overcome, reducing their momentum before they reach the sample. For safety purposes, the platform and components on it, are housed in an interlocked “cage,” portions of which are visible in Fig. 2.2(b).

### 2.3.1 Some comments on beam spot tuning

As discussed above, after exiting the He re-ionization cell of the polarizer the beam is transported and focussed onto the sample by means of the electrostatic beamline optics. Directly upstream of the spectrometer is a series of three variable-width collimators through which the beam passes before travelling through the \( B \) detector hole and the final Einzel lens. This Einzel lens and the strong fields of the solenoid are used to focus the beam onto the sample. Ideally, a tightly-focussed and centred beam spot is desired. Typically, the beam spot is circular and ranges between 2–3 mm in diameter.

For a given ion energy, the size and location of the beam spot are quite sensitive to the applied Einzel lens voltage \(( \leq 20 \text{ kV})\) and the external field. When the external field is high \((>0.3 \text{ T})\), the Einzel voltage is restricted due to electric discharge problems; since experiments with the \( \beta \)-NMR spectrometer frequently utilize large \( H_0 \), it is the solenoid that provides most of the final focussing.

Time is invested at the outset of all experiments to ensure the optics
of the entire beam line are tuned to provide the best beam spot under a
variety of conditions, e.g., various fields and/or platform biases. To verify
the position and size of the beam spot relative to the sample, images of the
spot striking a crystalline sapphire disk (which is found to scintillate) are
taken using a CCD (charge-coupled device) camera. The sapphire disk is
mounted at the end of the cryostat and can be rotated in front of the sample
when the cryostat is retracted [not shown in Fig. 2.2(c)]. The camera is
mounted upstream of the sample, normal to the beam axis. Images of the
beam spot are recorded by reflecting the scintillation light toward the camera
using a mirror also mounted inside the beam line. An example of such an
image is shown in Fig. 2.2(d). By removing the scintillator disk, and using
illumination provided by LED lights located inside the beam line, similar
images of the sample itself may be collected. The camera software allows
for quantitative comparisons of the sample and beam spot centres.

In general, when the spectrometer bias is raised to lower the incident en-
ery, the spot tends to become more diffuse. The combination of magnetic
field from the solenoid and the beam energy determine the beam envelope
function which oscillates along the trajectory toward the sample. A beam
transport simulation program has been developed at ISAC that can success-
fully predict combinations of “magic fields” and final energies for which the
beam envelope is a minimum (a node) at the plane of the sample. For
this reason, spectra are collected at particular combinations of $H_0$ and $E_{Li}$.

2.4 Data collection and analysis

In this Section, a general description of the procedures for recording reso-
nance spectra (a function of frequency), and spin-lattice relaxation spectra
(a function of time) are described. However, for both types of spectra, the
important observable is the asymmetry $A$ in the detector counts. As men-
tioned previously, this asymmetry is a result of the nonconservation of parity
in $\beta$-decay, and is thus pivotal to $\beta$-NMR.

In Fig. 2.2(a), the large, static external field $H_0$ defines the polarization
axis $\hat{z}$ to which the $^8$Li$^+$ nuclear polarization is collinear. As described above,
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depending on the helicity of the laser light, the ions are either implanted with their polarization parallel or antiparallel to their momentum. For $^8$Li the $\beta$-electrons are emitted preferentially opposite to the nuclear polarization.

Referring to Eq. A.9 [and Fig. A.2(b)], for the longitudinal geometry of the $\beta$-NMR spectrometer (detection angles $0^\circ$ and $180^\circ$), the $\beta$-electron count distribution in the two detectors follows \cite{202, 203}

$$N_{F(B)} = \alpha_{F(B)}[1 \pm AP], \quad (2.2)$$

where $N_{F(B)}$ is the number of counts at a given detector, $A$ for $^8$Li is $-\frac{1}{3}$ \cite{201}, and the constant $\alpha_{F(B)}$ is an experimental factor that takes into account the detector geometry and efficiencies.

The measured asymmetry in the $\beta$-electron counts is thus directly proportional to the nuclear polarization. The resulting normalized count asymmetry is defined as

$$A^{+(-)} = \frac{N_F - N_B}{N_F + N_B}, \quad (2.3)$$

where $A^{+(-)}$ is the asymmetry of the individual helicities. To produce a single spectrum, the separate helicities are combined according to

$$A = A^+ - A^- \quad (2.4)$$

Data is recorded in the two helicities to overcome differences in the geometries of the two detectors, allowing for a better defined asymmetry. Multiple scans are accumulated alternately in the two helicities in order to improve signal-to-noise. The scans in a given helicity are averaged prior to combination into a single spectrum. Individual scans in either helicity can be viewed separately and those that are of poor quality are discarded prior to averaging.

2.4.1 Resonance spectra

In order to record spectra as a function of frequency $\nu$, a small, oscillating rf field $H_1$ is applied normal to the polarization direction, along $\hat{x}$; see Fig.
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2.2(a). Here, resonance data are collected with the rf applied continuously (continuous-wave, cw-rf mode). In this mode, the Li ions are implanted continuously and the frequency is stepped at regular intervals through the desired range around \( \nu_L \). The frequency is stepped slowly (\( \sim 1 \text{s/value} \)) compared to the \(^8\text{Li}\) lifetime in order to avoid distortions to the resonance due to ions persisting in the sample from previous frequency steps; when \( \delta \omega / \delta t \ll \Delta \nu / \tau \), where \( \Delta \nu \) is the linewidth, there will be no hysteretic distortion\[204\]. As such, a given frequency is applied for a time corresponding to many cycles (continuous-wave), \( H_1(t) = H_1 \cos(\omega t) \hat{x} \), where the angular frequency \( \omega \) equivalent to \( 2\pi \nu \); \( H_1 \) is typically tens of \( \mu \text{T} \). In contrast to modern, conventional NMR measurements which are typically performed using pulsed methods, the amplitude of \( H_1 \) available with the \( \beta \)-NMR spectrometer is limited, so the cw-mode gives better signal-to-noise, especially for broad resonances.

The rf (from frequency generator and amplifier) is applied via a non-resonant coil (approximately Helmholtz; impedance of 50 Ohms) that straddles the sample; see Fig. 2.2(c). The rf power \( P_{\text{rf}} \) determines the amplitude of the applied field: \( H_1 \propto \sqrt{P_{\text{rf}}} \). The power is monitored at a power-meter attached via a directional coupler before the rf coil, and via a pick-up antenna coil adjacent to the sample.

The polarization of implanted ions depends on the \(^8\text{Li}\) lifetime \( \tau \) and processes that cause relaxation of the polarization, i.e., \( T_1 \). For a continuous beam of ions that are implanted at a constant rate \( \mathcal{R} \), the polarization in the sample averaged over all times approaches an equilibrium value,

\[
\bar{P} = \frac{P_0 \mathcal{R} \int_0^\infty e^{-t/\tau} e^{-t/T_1} dt}{\mathcal{R} \int_0^\infty e^{-t/\tau} dt} \quad (2.5)
\]

\[
= \frac{P_0}{1 + (\tau/T_1)^t} \quad (2.6)
\]

where \( P_0 \) is the initial nuclear spin polarization [Eq. (2.1)]. The \( \beta \)-electron counts are proportional to this polarization through Eq. (2.2) and yield the observed asymmetry per frequency step \( A^{+(-)}(\nu) \) from Eq. (2.3). When the rf field is on resonance with the \(^8\text{Li}\) in the sample it induces precession
of the polarization in a plane normal to $H_1$ including the two detectors ($\hat{y}\hat{z}$). The rapid precession during the integration time results in a loss of polarization; the distribution of the emitted $\beta$-electrons becomes more isotropic, i.e., there is a decrease in the observed asymmetry. An example of this type of resonance data recorded in a single crystal of MgO is shown in Fig. 2.3.

The importance of a well-defined, off-resonance asymmetry value is that it becomes the “baseline” for any signals in the spectrum. From Fig. 2.3, the baseline asymmetry in the combined spectrum $A_0$ is easily seen to be the result of the combination of the baseline asymmetries in the individual helicities $A_0^{+(-)}$, i.e., Eq. (2.4). When the individual helicities are displayed together [as in panel (a)], on resonance $A^{+(-)}$ do not approach zero, but rather a constant offset from zero; however, it is the absolute changes in asymmetry that are important. In the combined spectra, the asymmetry always decreases to approach zero on resonance.

Gaussian and/or Lorentzian lineshapes[205] are used as the fit functions for resonances. Unless stated otherwise, all linewidths are taken as the full-width at half-maximum (FWHM).

Under similar beam spot and polarization conditions, spectra recorded at different external variables (e.g., temperature, $H_0$) may be concomitant with a change in $A_0^{+(-)}$ from any dynamic processes contributing to spin relaxation in the sample. In order to compare spectra more directly they will often be presented normalized to the baseline $A_0$. The resulting normalized amplitudes (fractional losses of asymmetry) are more easily quantitatively compared. In terms of the raw asymmetry values, the normalized amplitude is $1 - (A_r/A_0)$, where $A_r$ is the asymmetry value at the peak of the resonance. If the raw $A_r$ is zero, the resulting normalized amplitude will be 1, and the resonance is said to be saturated, corresponding to the complete depolarization of all implanted ions.

Lastly, in a static approximation, the area of a resonance may be taken to be proportional to the number of spins contributing to it (for constant $H_1$). Here, the resonance area $\Lambda$ (for any lineshape) is simply approximated by the product of the normalized amplitude with the FWHM.
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Figure 2.3: Representative resonance spectra recorded in a (100) crystal of MgO for $H_0 = 4$ T at room temperature. Top panel shows the averaged spectra in the separate helicities and the bottom panel shows the spectrum after combination.
The beam spot is quite sensitive to instabilities throughout the beam line, such as transient spikes in the voltages applied to electrostatic transport elements, or small fluctuations in temperature at the Na vapourizer. These can cause the beam spot to shift position on the sample during the collection period of a cw-rf mode spectrum, i.e., multiple frequency scans in each helicity generally requiring tens of minutes. Variations in the beam spot on the sample may give rise to fluctuations in the polarization, introducing significant noise or distortions into a spectrum, sometimes making it difficult to define a flat off-resonance $A_0$, or identify resonances of small amplitude.

### 2.4.2 Spin-lattice relaxation spectra

The spin-lattice relaxation rate $T_1^{-1} \equiv \lambda$ is extracted from spectra that monitor the polarization of the implanted ions as a function of time in the absence of the rf field. These time-differential spectra follow the same principles of detection as those described above for resonances: The counts from the two detectors can be used to generate an asymmetry that is directly proportional to the Li nuclear polarization $P(t)$. Again, spectra are recorded in the individual helicities, then separate helicity spectra are averaged and subsequently combined [Eqs. (2.3) and (2.4)].

The beam is introduced in short pulses of length $\delta$. Fig. 2.4 shows an example of these time spectra for $\delta = 0.5$ s and $\delta = 4.0$ s. Following the beam pulse, a counting period of 10 s is used; however, in general, few Li survive for longer than 8 s (making measurements of $T_1 \gg \tau$ difficult). This cycle is repeated every 15 s until sufficient events are accumulated, typically requiring 15–30 mins. $A^{+(-)}(t)$ is measured with a typical time resolution of 10 ms. A pulsed beam is generated by the use of an electrostatic “kicker” located near the target that deflects the beam either into the beam line or to a beam dump. A pulse length of 4 s represents a balance between one which is too short ($\delta = 0.5$ s) or one which is unnecessarily long.

To fit data for $\delta = 4.0$ s, a general spin relaxation function $f(t, t'; \lambda)$ is as-
Figure 2.4: Representative spin-lattice relaxation spectra. (a) and (c), Spectrum recorded in a (100) crystal of MgO at room temperature and \( H_0 = 3 \) T using \( \delta = 0.5 \) s; (b) and (d), spectrum recorded in Ag foil at 250 K and \( H_0 = 15 \) mT using \( \delta = 4.0 \) s. The top panels show the averaged spectra in the separate helicities; while the bottom panels show the combined spectra after binning.
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sumed for the ions implanted at \( t' \), then the average polarization follows \[206\]

\[
P(t) = \begin{cases} \frac{\int_0^t e^{-(t-t')/\tau} f(t,t';\lambda) dt'}{\int_0^t e^{-t/\tau} dt} & t \leq \delta \\ \frac{\int_0^\delta e^{-(\delta-t')/\tau} f(t,t';\lambda) dt'}{\int_0^\delta e^{-t/\tau} dt} & t > \delta. \end{cases}
\]

(2.7)

One example of \( f(t,t';\lambda) \) is the biexponential form \[206\],

\[
f(t,t';\lambda) = A_1 e^{-\lambda_1(t-t')} + A_2 e^{-\lambda_2(t-t')}.
\]

(2.8)

For instance, the Ag spectrum in Fig. 2.4(d) was fit using two components according to the above two equations. The second component is a small amplitude, faster relaxing one that is often needed to properly account for \( T_1^{-1} \) data at short times in many materials.

In contrast, the MgO spectrum in Fig. 2.4(c) was fit to a single exponentially relaxing component after the beam pulse only

\[
A = A_\delta e^{-\lambda(t-\delta)},
\]

(2.9)

where \( A_\delta \) is the asymmetry at the trailing edge of the beam pulse. The above equation can also be generalized to multiple components; however, the MgO spectrum shown could be fit satisfactorily to a single relaxing component. Notice that the relaxation in MgO is slow (practically non-relaxing) even at room temperature, as expected for a non-magnetic insulator with no conduction electrons.

The combined spectra in panels (c) and (d) of Fig. 2.4 are presented after the data in the time histograms has been further averaged. This process is termed “binning,” and it mainly serves to ease in the visual inspection of the spectra. An integer time factor is chosen over which the data is averaged. In both spectra in question, this binning factor was 10; the \( A(t) \) data recorded with 10 ms bins now appears in 100 ms bins (steps). Although seldom done, binning can also be done for resonances where the averaging is done for the asymmetry values over an interval of frequency. Clearly, this improves the
statistics per bin, but the resolution in time or frequency is compromised. Care is always taken to choose a binning factor that is not too large, so as to avoid “binning over” any fine structure in a spectrum.

### 2.5 Additional considerations for resonance spectra

Here, some additional experimental details that are important to the interpretation of resonance spectra are summarized.

#### 2.5.1 Lineshapes and rf power-broadening

As mentioned above, Gaussian or Lorentzian lineshapes have been used to fit the resonances obtained in the present $\beta$-NMR experiments. They are both phenomenological, simple choices of lineshapes that can be used to describe an absorption resonance.

In the absence of other broadening mechanisms, the line broadening in a solid is dominated by the local magnetic field produced by the surrounding nuclear magnetic dipoles. An expression for this broadening due to unlike spins was given in Sec. 1.4 in Eq. (1.43) and is termed the van Vleck dipolar linewidth. It is technically derived from consideration of the second moment of an absorption line due to magnetic broadening from unlike nuclear spins, and is proportional to the width of a Gaussian lineshape. The second moment of a Lorentzian lineshape is undefined. The Gaussian lineshape is thus expected to describe a $\beta$-NMR resonance when the only source of broadening is the local magnetic fields due to the host nuclear dipoles[161].

However, in the cw-mode employed here, larger amplitudes of $H_1$ (i.e., $P_{rf}$) leads to power-broadening of the resonances. This broadening is temperature-independent (in contrast to the broadening due to dilute magnetic impurities). The broadening due to $H_1$ gives rise to resonances that are better described by Lorentzian lineshapes. This can be seen by transformation into the rotating reference frame[20, 207], a frame rotating about $\hat{z}$ at the rf frequency $2\pi v$. Application of the $H_1$ causes the spins to precess about
an effective field that is comprised of the now static $H_1$ and a contribution from $H_0$. The applied rf is such that $H_1$ is of azimuthal orientation in the rotating frame; the spins are considered to be tipped through an angle $\phi$ by the rf excitation. The effective field about which the spins precess can be obtained from geometric considerations ($\cot \phi$) which yields the form of a Lorentzian. The higher the rf power, the greater the width of the Lorentzian $\gamma H_1$.

In the limit of low $P_{\text{rf}}$, an \textit{approximation} for including the contribution from the power-broadening to a Gaussian lineshape is

$$\sigma^2 \approx \sigma_0^2 + (\gamma H_1)^2 + \tilde{\lambda}^2,$$

(2.10)

where $\sigma_0$ is used to denote the intrinsic width from the host nuclear dipoles, and $\tilde{\lambda} = \tau^{-1} + T_1^{-1}$. For the metals studied here (i.e., Au and Pd) $\tilde{\lambda}$ is at least two orders of magnitude smaller than $\sigma_0$. This point highlights an important difference between present $\beta$-NMR measurements and the conventional NMR of molecules in solution. In the latter case, the rapid motion of the molecules leads to an averaging of local fields. In such cases, the Fourier transform of the decay in pulsed NMR measurements will yield the absorption resonance. The $\beta$-NMR resonances considered here cannot be obtained through a Fourier transform of the spin-lattice relaxation signal. The above equation is a means of approximating a small Lorentzian broadening to a Gaussian lineshape. It is not rigorously valid when the width of the Lorentzian component becomes comparable to the width of the Gaussian component. In such cases, the lineshape becomes one which is a convolution of a Gaussian with a Lorentzian, which is described by the Voigt function.

### 2.5.2 Demagnetization correction

In the previous Chapter, the relative frequency shift of the implanted Li probes in metals was discussed as arising predominately from the coupling to the conduction electrons, and as such is interpreted as the Knight shift. Another contribution to this shift arises from the macroscopic demagnetizing field that adds to the local field inside a magnetized material. This is a
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classical field that originates from the surface of the sample, and hence is
geometry-dependent[21, 162]. For spherical samples, the demagnetization
contribution is exactly zero. Thus, in conventional NMR, shifts measured in
non-spherical samples can show an orientation dependence of the shift with
respect to $H_0$[21], e.g., Ref. [208]. In terms of $\beta$-NMR in metal films, this
contribution to the Li shift is significant when the host metal has a large $\chi$
(as in the case of Pd), or is ferromagnetic.

The demagnetization contribution is also approximately zero for thin
films when $H_0$ is parallel to the plane of the film. However, for $H_0$ normal
to the film plane, as in $\beta$-NMR, the demagnetization contribution is max-
imal. Correcting for the demagnetization can be done by noting the analogy
between this field and the depolarizing field effect on the local electric field
in a polarizable medium[3, 191]. The correction for thin film samples in
$\beta$-NMR is discussed in detail in Ref. [191].

The total local magnetic field $H_t$ can be divided into four parts:

$$H_{\text{tot}} = H_0 + H_D + H_L + H_{\text{loc}},$$

(2.11)

where $H_0$ is the applied field, $H_D$ the demagnetizing field, and $H_L$ the field
due to the Lorentz cavity. The field $H_{\text{loc}}$ is the local field, taken as that
dominated by the immediate atomic neighbours of the site under consider-
ation, and is the quantity of interest. The Lorentz cavity is an imaginary
sphere (boundary) placed around an atom; the magnetization outside the
cavity can be treated in classical continuum theory, while that inside must
be treated atomically. Isolating the last three terms on the right-hand side
of the above equation and dividing by $H_0$ gives,

$$\frac{(H_{\text{tot}} - H_0)}{H_0} = \frac{[H_D + H_L]}{H_0} + \frac{H_{\text{loc}}}{H_0}.$$  \hspace{1cm} (2.12)

In this equation, the left-hand side gives the observed relative shift, and
the second term on the right-hand side corresponds to the corrected shift
due only to the local contribution(s). By taking account of the quantity
$(H_D + H_L)/H_0$, the measured shift can corrected.
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In the following cgs units are used. For a spherical Lorentz cavity, \( H_L = \frac{4\pi M}{3} \), while \( H_D = -N M \). Here \( M \) is the bulk magnetization, and \( N \) is the dimensionless, geometry-dependent demagnetization factor that ranges from 0 to \( 4\pi \).\(^{10}\) By treating a thin film as an infinite slab with \( H_0 \) normal to the plane, \( N = 4\pi \). Corrections to this value of \( N \) because of the finite size of the sample are proportional to the thickness to lateral dimension aspect ratio \( \xi_{\text{film}} \). Samples for \( \beta \)-NMR are \( \sim 1 \text{ cm}^2 \) and at most hundreds of nanometers thick, thus \( \xi_{\text{film}} \sim 10^{-5} \), and the corrections can be neglected. Combining the above expressions yields

\[
\frac{(H_D + H_L)}{H_0} = [-4\pi + (4\pi/3)]M/H_0.
\]  (2.13)

Noting that \( M/H_0 = \chi \), where specifically, it is \( \chi^v \) the volume susceptibility of the host expressed in emu/cm\(^3\) that must be used. Substituting this result into Eq. (2.12), the demagnetization-corrected Knight shift is given by:

\[
K^c = K + \frac{8\pi}{3} \chi^v.
\]  (2.14)

It is \( K^c \) that must be used when applying Eqs. (1.26) or (1.42) to extract values of the hyperfine coupling constant or the Korringa ratio.

2.5.3 Quadrupole splitting

In the previous Chapter, the possible cubic stopping sites in the fcc lattice were discussed and it was stated that at these sites, the EFG at the implanted probe is zero. In general, for stopping sites of non-cubic symmetry, the EFG will be non-vanishing resulting in a quadrupole splitting of the spectrum. The data of this thesis were all collected using large \( H_0 \) where the quadrupole interaction can be expected to be a perturbation on the Zee-man interaction (as measured by \( \nu_Q/\nu_L \ll 1 \)). In this case, the quadrupole interaction lifts the degeneracy of the nuclear transitions— in particular for \( \beta \)-NMR— the \(| \pm 2 \rangle \rightarrow | \pm 1 \rangle \) transition.

As a consequence, facile identification of such quadrupolar resonances\(^{10}\) to 1 in SI units.
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Figure 2.5: In contrast to the resonances recorded in Au and Pd, here are two examples of high field (4.1 T) spectra in which there is a quadrupole splitting. The resonances originating from a quadrupole splitting are labelled with (⋆). They are easily identified as they appear at different frequencies in the separate helicities, as illustrated by the spectrum in (a) for $^{8}$Li$^{+}$ implanted into a film of (bcc) Nb at low temperature. For a discussion of the sites see Ref. [209]. The inset shows the combined spectrum [plotted as $A/A_0$ vs. Frequency (MHz)]. In (b) the combined spectrum recorded for $E_{Li} = 28$ keV in a nominally 50 nm Pd film on a STO (100) substrate is shown. The larger resonance is due to ions in the Pd. A quadrupole splitting occurs for the ions stopping in the STO substrate[204]. The centre of the inner satellites shown here provides a way of estimating $\nu_0$ (dashed line). Panel (a) reproduced in part from Ref. [209]. Copyright (2009) by the American Physical Society.
can be made through inspection of the spectra in the separate helicities. This is illustrated by the spectrum recorded in a highly oriented Nb (110) film at 3 K shown in Fig. 2.5(a). The satellites that appear at different frequencies in the opposite helicities can be assigned to ions stopping at a site with a non-vanishing EFG and are marked by (⋆). In this example, the larger amplitude resonance that appears at the same frequency in both helicities is from ions stopping in an (essentially) cubic site. Upon combination of the helicities [inset, Fig. 2.5(a)], the quadrupolar resonances contribute to a five line spectrum from $^8$Li$^+$ in two distinct sites[209].

Often crystalline SrTiO$_3$ (STO) is employed as the substrate for thin metal films in $\beta$-NMR. In particular, STO is well lattice-matched to Pd[210]. Quadrupole satellites are also seen in high $H_0$ spectra for $^8$Li in STO, regardless of temperature[204]. As an example, a (combined) spectrum recorded at full implantation energy in a nominally 50 nm Pd film deposited onto a (100) single crystal of STO at 4.1 T is shown in Fig. 2.5(b). The inner quadrupole satellites from ions in the STO are marked by (⋆), while the larger resonance is from ions stopping in the metal layer. This spectrum serves to illustrate that the centre of the satellites in STO can be used to determine $\nu_0$. This highlights the use of substrates like STO or MgO as in situ reference materials for the determination of the Knight shift. However, comparison of Figs. 2.3(b) and 2.5(b) illustrates that MgO is the preferable substrate for this purpose, as the centre of the quadrupole satellites from STO is less precisely determined.

Inspection of Fig. 2.5 shows, for a given helicity, the size of the quadrupole splitting determined by $\nu_Q$ is tens of kHz in Nb, and hundreds of kHz in STO, but in both cases $\nu_Q/\nu_L \ll 1$, so the quadrupole interaction can indeed be treated as a first-order perturbation on the Zeeman interaction, i.e., the “high-field limit.”

With this summary of the technical details completed, the results of $^8$Li $\beta$-NMR of gold and palladium will now be discussed in turn.
Chapter 3

β-NMR of $^8\text{Li}$ in Gold

3.1 Introduction

The application of low energy $^8\text{Li}$ β-NMR to study the electronic and magnetic properties of multilayers and heterostructures requires an understanding of the behaviour of the probe in simple materials. Such investigations also assist in the overall development of the technique. The Pauli spin susceptibility of the group 11 metals (Cu, Ag, Au) is not temperature-dependent. Thus, the behaviour of $^8\text{Li}$ in these simpler metals can be contrasted with the results presented later for $^8\text{Li}$ in Pd.

In the Introduction the use of thin metal overlayers for proximal magnetometry experiments was discussed. The inertness and high density of Au make it an attractive candidate for such experiments, and as a thin protective capping layer, it may also serve as an in situ reference for Knight shift measurements (for samples where no magnetic coupling is to be expected). An important prerequisite is to establish the behaviour of $^8\text{Li}$ in bulk Au. An initial β-NMR study of $^8\text{Li}$ in Au found two resonances with temperature-dependent amplitudes[211], very similar to results from Ag[184]. In this Chapter, significantly more details of the behaviour of $^8\text{Li}$ in Au are presented. A comparison of the hyperfine coupling constants for $^8\text{Li}$ in Au is made with previously reported results for this probe in the other two group 11 metals, Ag[184] and Cu[185], and in Al[186].

3.2 Results

Data is presented from measurements on two distinct samples of Au to verify that the results are intrinsic. The first is a 100 nm film deposited on a
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(100) single crystal MgO substrate, equivalent to the one used to record the spectrum shown in Fig. 2.3. This film was grown by thermal evaporation from a 99.99% pure source at a rate of \( \sim 4 \ \text{Å/s} \) under a background pressure of \( 10^{-6} \) torr. X-ray diffraction shows it is polycrystalline with a a preferred orientation along (111). The thickness was estimated using a calibrated thickness rate monitor during deposition. The second is a 25 \( \mu \text{m} \) 99.99% pure Au foil.

As discussed in Sec. 2.5.1, Eq. (2.10) approximates the three contributions to the linewidth for a Gaussian lineshape. For Au, the dynamic contribution \( \lambda \) is, for all \( T \) studied here and \( H_0 > 2 \text{ mT} \), at least two orders of magnitude smaller than \( \sigma_0 \) and can be neglected. Thus, it is the \( \gamma H_1 \) (Lorentzian) term that dominates the linewidth as \( P_{rf} \) is increased. To illustrate this Fig. 3.1 shows the resonances recorded in Au foil at 290 K as a function of \( H_1 \) along with the corresponding linewidths \( \sigma \) obtained from a fit to a single Gaussian lineshape. The solid line in Fig. 3.1(b) is a fit to the first two terms of Eq. (2.10) and yields a value of \( \sigma_0 = 0.186(5) \text{ kHz} \) at this \( T \).

Below about 25 mW (\( H_1 \approx 2 \text{ µT} \)), the width is mostly the \( H_1 \)-independent intrinsic \( \sigma_0 \), principally from the host nuclear dipoles.

Near room temperature, the spectrum of \(^8\text{Li}^+\) in Au exhibits a single narrow resonance near \( \nu_0 \). This is illustrated in Fig. 3.2 for the 100 nm film on MgO. At this implantation energy only a small fraction of the \(^8\text{Li}\) penetrate the Au film and stop in the MgO. Resonances from \(^8\text{Li}^+\) in an insulating substrate like MgO provide a convenient \textit{in situ} measure of \( \nu_0 \) for the determination of the Knight shift [Eq. (1.16)] in \( \beta\)-NMR. Thus, for the resonance in Au at 290 K, the relative shift \( K \) is found to be +63(4) ppm.

The earlier study of \(^8\text{Li}\) implanted into a 50 nm Au film on STO at \( H_0 = 3 \text{ T} \) found that as \( T \) is lowered a second resonance appears at higher frequency and grows in intensity at the expense of the original[211]. This is also observed for the spectra collected as a function of \( T \) in Au foil shown in Fig. 3.3. This \( T \)-dependence is therefore observed in two distinct samples of Au, indicating that it is intrinsic to isolated \(^8\text{Li}^+\) in Au. The second resonance observed upon cooling has a shift of +131(4) ppm. The shifts are magnetic in origin; there is no evidence of quadrupole splitting in the
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Figure 3.1: (a) Spectra recorded in Au foil ($H_0 = 0.3$ T, $E_{Li} = 30.5$ keV) as a function of the $P_{lf}$, the amplitude of $H_1$. (b) Gaussian linewidths $\sigma$ of the spectra in (a). The intrinsic linewidth $\sigma_0 = 186(5)$ Hz from the low power limit. The horizontal lines indicate calculated van Vleck linewidths for the undistorted O (dot-dash line) and S (dashed line) sites. Reproduced from Ref. [212]. Copyright (2008) by the American Physical Society.
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Figure 3.2: Typical high field spectra of $^{8}\text{Li}^+$ implanted into 100 nm Au/MgO ($H_1 \sim 3 \mu T$) showing the large resonance in Au and its Knight shift relative to the resonance in MgO. Each spectrum is fit to two Lorentzians. Reproduced in part from Ref. [212]. Copyright (2008) by the American Physical Society.
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separate helicities. By analogy with the behaviour of (i) the $T$-dependence of the resonances and (ii) the relative magnitudes of $K$ in the other group 11 fcc metals[184, 185], the resonances in Au are provisionally assigned to ions in the octahedral interstitial $O$ site (high frequency line), and the substitutional $S$ site (lower frequency line). These spectra were recorded with $H_1 \sim 5 \mu T$ and are found to fit well to Lorentzian lineshapes due to the rf power-broadening; cf. Fig. 3.1(b). From these fits, the $T$-dependence of $K$, the linewidths (FWHM), and the normalized amplitudes are given in Fig. 3.4. The shifts are $T$-independent, consistent with Knight shifts. The linewidths are relatively constant with $T$, with the $O$ line slightly broader than the $S$ line. It is noted that the $S$ widths agree fairly well with the full width ($2\sigma$) obtained from the fit in Fig. 3.1(b) for $H_1 = 5 \mu T$.

The amplitudes of the two resonances show a cross-over centred at $T \approx 200$ K, a somewhat higher temperature than the similar cross-over observed in Ag[184] ($\approx 150$ K), and much higher than the one observed in Cu[185] ($\approx 50$ K). As the temperature is further decreased below about 50 K, the narrow $O$ resonance is observed to decrease in amplitude; a similar reduction of the $O$ resonance is seen in Cu[185], but not in Ag[184].

To investigate the possible depth-dependence of the resonances from e.g., a near-surface effect, spectra were collected for several incident energies corresponding to mean implantation depths of 10 to 95 nm, according to the TRIM.SP simulations (see Appendix B). No significant depth dependence of either signal (e.g., width, position) is observed. Spectra recorded in the film at 4.1 T and room temperature for $E_{Li} = 13$ keV and $E_{Li} = 28$ keV are compared in Fig. 3.2. At 13 keV essentially no ions should be implanted into the substrate (cf. Fig. B.1), yet a signal from Li in the MgO is still observed, although of reduced amplitude. This is expected as a small area of two diagonal corners of the substrate were masked during the film deposition and remain uncovered by the Au. This indicates the beam spot was not entirely focussed on the Au. At this $T$, the spectrum is dominated by the signal from ions in the $S$ sites. From Lorentzian fits to the spectra, the linewidths and $K$ for this site are not appreciably different despite $E_{Li}$, and thus $R$, differing by a factor of 2.
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Figure 3.3: Resonance spectra recorded in Au foil for $H_0 = 3$ T, $H_1 \sim 5$ $\mu$T, $E_{Li} = 30.5$ keV (circles); and for $E_{Li} = 8.5$ keV at 10 K (squares). The solid lines are fits using one ($T < 150$ K) or two Lorentzians ($T > 150$ K). The abscissa was set using $K_S$ measured in Fig. 3.2. Reproduced from Ref. [212]. Copyright (2008) by the American Physical Society.
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Figure 3.4: Temperature dependence of Knight shifts (a), linewidths (b) and the amplitudes (c), of the 3 T resonances in Au foil from the Lorentzian fits to the data in Fig. 3.3. Circles denote data collected for $E_{Li} = 8.5$ keV. Reproduced in part from Ref. [212]. Copyright (2008) by the American Physical Society.
The absence of depth dependence also holds for low temperatures where only the $O$ resonance is observed. Fig. 3.5 shows the results from resonances collected in Au foil below 100 K at $H_0 = 0.3$ T for reduced $E_{Li}$ and low $P_{rf}$. Again, there is no appreciable difference in the peak position or linewidth when $E_{Li}$ is reduced by a factor of 6. This is also observed at the lowest $T$ in the high field spectra of Fig. 3.3, where the 10 K spectrum collected for $E_{Li} = 8.5$ keV is the same as that at 15 K collected for full implantation energy. The overall reduction in $O$ signal amplitude for $T < 50$ K at full implantation energy in the 3 T spectra [Fig. 3.4(c)] is also observed at 0.3 T for both full and reduced $E_{Li}$. This is shown in Fig. 3.5(b) by the filled circles and dashed line for $E_{Li} = 5.5$ keV, and by the filled triangles for $E_{Li} = 30.5$ keV.

The $O$ resonances of Fig. 3.5 were recorded for $H_1 \sim 0.5 \mu$T, and so the rf power-broadening contribution is negligible. Thus, Gaussian lineshapes are found to adequately fit the resonances, and the corresponding linewidths ($2\sigma$) are given in Fig. 3.5(b) as open symbols. As previously stated, they do not show a significant dependence on $E_{Li}$, and overall, they are relatively $T$-independent. These widths may be regarded as a good approximation to the $H_1$-independent intrinsic linewidth for the ions assigned to $O$ sites, giving $\sigma^O_0 \sim 0.128(8)$ kHz. In Fig. 3.1(b) an intrinsic linewidth of 0.186(5) kHz was determined for resonances at 290 K, i.e., for ions assigned to the $S$ sites. Taken together, the data indicate $\sigma^O_0 < \sigma^S_0$ (for $H_0 = 0.3$ T); however, for larger $H_1$ (and $H_0$), the $O$ signal is slightly broader than the $S$ signal, e.g., the widths in Fig. 3.4(b) for $H_1 \sim 5 \mu$T. Finally, it is noted that $\sigma^O_0 \simeq 0.13$ kHz is about 1.5 times broader than the powder average van Vleck linewidth [Eq. (1.43)] for the undistorted octahedral interstitial site in Au [dot-dashed line in Fig. 3.1(b)]. In contrast, $\sigma^S_0$ is nearly 4 times broader than the powder average van Vleck linewidth for the undistorted substitutional site [dashed line in Fig. 3.1(b)]; see the Discussion.

The longitudinal spin-lattice relaxation rate $T_1^{-1}$ was measured in both the foil and the 100 nm/MgO film at room temperature as shown in Fig. 3.6. In both, $A(t)$ following the 0.5 s beam pulse is seen to be well described by a single exponential decay [Eq. (2.9)]. The data shows no indication of mul-
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Figure 3.5: Low $P_{1f}$ O site resonances in Au foil ($H_0 = 0.3$ T, $H_1 \sim 0.5 \mu$T). (a) Representative spectra and single Gaussian fits. (b) Temperature dependence of the amplitudes (filled symbols; left ordinate) and linewidths $2\sigma$ (open symbols; right ordinate). Below 50 K there is a reduction in the amplitudes as indicated by the dashed line (a guide to the eye) for the low energy data.
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To begin, the similarities in the temperature dependence of the resonances of $^8\text{Li}^+$ in Au and Ag are noted. In both metals, at high field, two narrow resonances, positively shifted from $\nu_L$ with nearly $T$-independent positions, but strongly $T$-dependent amplitudes are observed [cf. Fig. 1.3(b)]. This is also found for $^8\text{Li}$ in polycrystalline Cu, but in this case the resonances are broad and not well resolved[185]. This is due to the order-of-magnitude larger $\gamma$ of the two Cu isotopes giving rise to much larger dipolar linewidths; similar unresolved lines are observed for $^8\text{Li}$ in Al[186]. The two resonances have been provisionally assigned to ions stopping in two inequivalent cubic sites of the host lattice. Specifically, for all three metals the high temperature (smaller $K$) line is attributed to ions in the substitutional $S$ site, and the low temperature (larger $K$) line to those in the octahedral interstitial $O$ site. This is reasonable, simply based on the relative sizes of the three cubic sites in the fcc lattice ($S > O > T$). These assignments are motivated by analogy to results from $^{12}\text{B}$ cross-relaxation in Cu[179, 182]. Further, the site assignments in the group 11 metal hosts are corroborated by the recent measurements[172] and calculations[171] for $^8\text{Li}$ in isostructural Ni. In this picture, the $T$-dependent resonance amplitudes result from the thermally-activated $O \rightarrow S$ site transition, since the smaller $O$ site is metastable and the larger $S$ site is a lower energy configuration for the ions. In Au, the
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Figure 3.6: Spin-lattice relaxation spectra of $^8\text{Li}$ in the two Au samples at 290 K: 100 nm/MgO at 4.1 T (circles; solid line), and Au foil at 15 mT (squares; dashed line). The data are fit to a single exponential after a 0.5 s beam pulse, indicated by the dotted line. Although the magnetic field is very different, the relaxation rates are essentially the same. Reproduced from Ref. [212]. Copyright (2008) by the American Physical Society.
ions evidently have sufficient thermal energy for this migration (within the lifetime of the Li) for \( T \) above \( \approx 150 \) K. Recall, from the discussion in Chapter 1 that this site transition may be related to the onset of mobility of the vacancies created during the athermal implantation of the probes. Although these defects are known to become mobile typically at higher temperatures (known as stage III annealing\[188\]), the ion implantation process may lower the energy barrier to their mobility. Note from Fig. 3.4(b) that, for the temperatures bracketing the region of this site change, the linewidths show no indication of motional narrowing.

The dipolar linewidth is site-dependent, but uncertainty in the extent of local lattice distortion (relaxation) around the implanted \(^8\)Li makes it difficult to use for definitive site assignments. However, such calculations are in reasonable agreement\[180, 214\] with the assignments for light, beta-active ions implanted in Cu. Because of the small \(^{197}\)Au nuclear moment, small dipolar widths are expected. Indeed, it is only because they are small that such closely spaced resonances can be resolved, in contrast to the cases of Cu and Al mentioned above. The widths of the narrow \(^8\)Li resonances in Au are larger than the dipolar (van Vleck) widths calculated for an undistorted lattice [Fig. 3.1(b)].

The origin of the additional linewidth is not clear. For example, the widths in Fig. 3.4(b) show no temperature dependence and are similar for both \( S \) and \( O \) resonances, thus they are not due to residual (ppm level) magnetic impurities in the Au, which would yield temperature- (and field-) dependent widths. The broadening likely arises from a local distortion of the Au lattice about the \(^8\)Li as the dipolar width is dominated by the contribution from the nearest neighbours. A decrease of the distance to the nearest neighbour Au dipoles would increase the dipolar width. This possibility has been reported for other implanted probes, e.g., \(^{12}\)B in ZnSe\[177\]. Alternatively, the linewidth may reflect a contribution from a narrow, unresolved quadrupolar powder pattern if the \(^8\)Li site is not perfectly cubic. Slightly noncubic sites (with associated EFGs) could result from a small, symmetry-breaking, local lattice distortion caused by the \(^8\)Li or, as has been suggested for \(^{12}\)B in fcc metals\[180\], the EFG from close-by point defects created dur-
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The finding that $\sigma^O_0 < \sigma^S_0$ (at 0.3 T) is opposite to what is expected on the basis of the calculated dipolar widths in Fig. 3.1(b) of 0.095 kHz for the undistorted $O$ sites, and 0.049 kHz for the undistorted $S$ sites. This situation perhaps arises from opposite local host lattice relaxations surrounding the Li ions at each site, as reported for $^{12}$B in Cu[179]: a local contraction about ions in $S$ sites causing increased linewidths, and a local expansion of the lattice about ions in $O$ sites, as $\sigma^O_0$ is just slightly broader than the calculated van Vleck width, yet narrower in comparison to $\sigma^S_0$. This scenario is based on measurements at a single $H_0$. At 3 T and for larger $H_1$, the $O$ resonances are slightly broader than the $S$ resonances [Fig. 3.4(b)]. The $H_1$-independent intrinsic linewidths may be $H_0$-dependent and this dependence may be different for each site[176, 177]. As mentioned in the Introduction this arises because the implanted ions act as charged impurities that create EFGs sensed by the host nuclei potentially influencing their dipolar fields[176]. Thus, a detailed knowledge of $\sigma_0$ of either site awaits measurements at various external fields. For the remainder of this discussion, it will be assumed that these site assignments are correct, noting that most of the comparisons will not be drastically altered if another subset of the three cubic sites is chosen (the major difference being the coordination of the site $z$).

For $T < 50$ K there is a reduction in the $O$ resonance amplitude. Preliminary data strongly suggests that this reduction is due to a small fraction of ions associated with implantation-created defects that cause a quadrupolar broadening which cannot be resolved for the amplitudes of $H_1$ employed for the present measurements.

The raw Knight shifts are corrected for the contribution due to demagnetization using Eq. (2.14) for $\chi_P = 1.21 \times 10^{-6}$ emu/cm$^3$[21], yielding the corrected shifts $K^O_\chi = +141(4)$ ppm and $K^S_\chi = +73(5)$ ppm—overall small corrections. The ratio of the shifts for the two sites is then $K^O_\chi / K^S_\chi \sim 2$, corresponding to a splitting of 68(6) ppm. As $\chi_P$ for Au is $T$-independent, the shifts are likewise in the range of 10–290 K [Fig. 3.4(a)]. The splitting between the $S$ and $O$ lines observed in the polycrystalline Au foil is the same.
as that measured previously in a more highly oriented 50 nm film[211], indicating that $K$, and thus $A_{hf}$, is predominantly isotropic, as expected for a cubic host. The site-dependence of the shift is attributed to different hyperfine coupling constants as a result of hybridization of the $^8$Li$^+$ 2s orbital with the host s band, i.e., 2s – 6s hybridization. Using Eq. (1.42), $A_{hf}^S = 2.8(2)$ kG/$\mu_B$ ($z = 12$), and $A_{hf}^O = 10.7(3)$ kG/$\mu_B$ ($z = 6$).

These values are compared to those for $^8$Li in the other simple metals in Table 3.1. For a given site, $A_{hf}$ varies by no more than a factor of 2. The origin of the difference in $A_{hf}$ between different hosts depends on details of the local electronic structure. As discussed in Chap. 1, $A_{hf}$ is sensitive to several factors like the band structure of the host, the local electronic screening, and the extent of lattice relaxation around the probe. The strength of the hybridization is, in the simplest picture, a function of $z$ and the distance between the probe and the neighbouring host atoms. Comparing the O site, $z$ is half as big, but the distance to the nearest neighbours is less. If this were the only consideration, similar $A_{hf}$s for Au and Ag would be expected, on the basis that the lattice constants are essentially the same, instead the coupling constants for Au are about half the values for Ag (and $\chi_P$ for these two metals only differs by about 20%). Table 3.1 also lists the ratio $A_{hf}^O/A_{hf}^S$, which is found to be similar for all three metals, although it is slightly larger for Au than Ag and Cu, in accordance with the trend in the lattice constants (Cu<Ag≈Au). First-principles calculations for a nonmagnetic defect in a nonmagnetic host, like $^8$Li in these three metals, would be very useful to compare with the results of $\beta$-NMR.

At high fields, the $T_1$ is dominated by the Korringa mechanism. At room $T$, $T_1^{-1}$ of $^8$Li in Ag[184] and Cu[185] is nearly 3 times faster than in Au. The present, average room $T$ relaxation time in Au (Fig. 3.6), $T_1 = 7.9(4)$ s, is half the 17(3) s reported by Koenig et al.[189], but double the 4(1) s measured by Haskell and Madansky[166]. It is within the range of the reported times, but the origin of the discrepancy is not certain, especially since previous results differ from each other by a factor of 4. In light of the sample-independence seen in Fig. 3.6, it is concluded that the present value of 7.9(4) s is the most reliable to date for $^8$Li in Au. The authors of
Table 3.1: Summary of $^8\text{Li}^+$ $K$, $A_{hf}$, and $\mathcal{K}$ in the group 11 metals (Cu[185], Ag[184], Au) and Al[186]. The Korringa ratios from conventional NMR[21] are given for comparison, as are the equilibrium lattice constants $a_0$ of the hosts[2]. Reproduced in part from Ref. [212]. Copyright (2008) by the American Physical Society.

<table>
<thead>
<tr>
<th>Host</th>
<th>$a_0$ (Å)</th>
<th>$K^c$ (ppm)</th>
<th>$A_{hf}$ (kG/$\mu_B$)</th>
<th>$A_{hf}^O/A_{hf}^S$</th>
<th>$S$ site</th>
<th>$\mathcal{K}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>3.61</td>
<td>+136(3)</td>
<td>+197(3)</td>
<td>4.8(1)</td>
<td>13.8(2)</td>
<td>2.9(1)</td>
</tr>
<tr>
<td>Ag</td>
<td>4.09</td>
<td>+128(13)</td>
<td>+220(16)</td>
<td>6.2(6)</td>
<td>21(2)</td>
<td>3.4(5)</td>
</tr>
<tr>
<td>Au</td>
<td>4.08</td>
<td>+73(5)</td>
<td>+141(4)</td>
<td>2.8(2)</td>
<td>10.7(3)</td>
<td>3.8(3)</td>
</tr>
<tr>
<td>Al</td>
<td>4.05</td>
<td>+107(3)</td>
<td>+141(4)</td>
<td>1.66(5)</td>
<td>4.4(1)</td>
<td>2.7(1)</td>
</tr>
</tbody>
</table>

$^a$Ref. [187].
3.3. Discussion

Ref. [189] note that in both of the previous studies (using MeV recoil ions) the temperature of the Au samples was not controlled during irradiation; however, they conclude that contamination of the sample surface was the most likely reason for the faster 4(1) s relaxation time reported in the earliest study. A relaxation time of 3.3(3) s is also reported in Ref. [189] for $^8$Li in Ag foil at room $T$, which agrees very well with measurements using the TRIUMF $\beta$-NMR spectrometer for $^8$Li in a Ag film.[184]. Determination of relaxation times that are significantly longer than the probe lifetime $\tau$ is difficult. The present measurement using $^8$Li$^+$ polarized in two helicities accurately determines the baseline corresponding to the thermal equilibrium polarization, even though the relaxation is too slow to reach this value during the experiment.

The average $T_1^{-1}$ value can be combined with $K_S^c$ in Eq. (1.26) to yield $K = 1.01(6)$ for $^8$Li in Au at 290 K. This result is remarkably close to the ideal value of 1, and as will be shown in the following chapters, very different from that measured in a strongly enhanced metal like Pd. The $K$ values for the simple metal hosts are given in Table 3.1. They all reveal reductions in enhancement for $^8$Li in comparison to the host nuclei (conducted at cryogenic temperatures to improve signal-to-noise). The “disenhancement” is largest for Ag. The $K_{Au}$ is slightly larger (or similar to$^{11}$) that for the $^8$Li probe. Ions in $S$ sites should have approximately the same spatial Fourier transform $A_{hf}(q)$ as the host nuclei. It can be concluded that the presence of the $^8$Li$^+$ does not strongly influence $K$, e.g., via electron scattering. A study comparing $K$ measured for $^{12}$B in the group 11 metals (assigned to $O$ sites) with that of the host nuclei found near equal values for Cu and Ag, but a larger enhancement for Au[173]. The possibility was suggested that this “Au anomaly” was specific to that probe[173]. The lack of enhancement for $^8$Li in Au supports that proposal.

$^{11}$Preliminary results from $T_1^{-1}$ measurements in Au foil as a function of temperature at 15 mT suggest $K_S \sim 1.2$, and $K_O \sim 1.4$. 
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3.4 Conclusions

To summarize the $\beta$-NMR has been used to study the behaviour of low energy $^8\text{Li}^+$ implanted in bulk Au. Two narrow resonances corresponding to two cubic stopping sites are found. These are assigned to $^8\text{Li}$ ions in the octahedral interstitial $O$, and substitutional $S$ sites. As expected for a simple metal, the Knight shifts for ions in these sites are independent of temperature, as are the resonance linewidths. A transition from the metastable $O$ site to the $S$ site is observed centred at about 190 K. Values for the intrinsic linewidths of the two resonances are also reported, with both being broader than the van Vleck width for the undistorted sites, with the additional width being greater for the $S$ site. No evidence for a depth dependence to these narrow resonances is found for implantation depths in the range of 10–95 nm. The spectra in Au are very similar to those in Ag, but with smaller shifts, and a considerably slower spin-lattice relaxation rate for the $S$ site. The Korringa ratio for $S$ site ions in Au is not significantly enhanced above the free electron gas value of one, and is also not very different from the value obtained from Au NMR. $K$ for substitutional $^8\text{Li}$ in the other simple metals also shows no significant enhancement over the respective host values; instead, there is a disenhancement in Cu and in Ag that is greater than in Au.

The $T_1^{-1}$ is found to be highly field-independent for external fields greater than at least 15 mT at 290 K.

Overall, the data show that $^8\text{Li}$ probes the intrinsic electronic structure of Au, and the behaviour of the probe in this host is quite similar to that in the other simple metals. The results of $^8\text{Li} \beta$-NMR of Au are straightforwardly interpreted making this metal an excellent candidate for future $\beta$-NMR studies of, e.g., magnetic multilayer heterostructures.
Chapter 4

$^8$Li $\beta$-NMR of Palladium Foil

4.1 Introduction

In the previous Chapter, the results from $^8$Li $\beta$-NMR of bulk Au were presented. The behavior of the $^8$Li$^+$ in Au (i.e., $K^c$, $A_{hf}$, $K$) is found to be very similar to that of $^8$Li$^+$ in Ag, Cu, and Al (Table 3.1). The results obtained from these three metals serve as excellent systems with which to contrast the behavior of $^8$Li$^+$ in Pd. As discussed in Chapter 1, the magnetic properties of Pd are unique and quite distinct from those of the group 11 metals. In this brief chapter, this is indeed illustrated by the results of $^8$Li $\beta$-NMR in Pd foil.

4.2 Results and discussion

A piece of 12.5 $\mu$m-thick, 99.95% Pd foil was mounted around a single crystal of (100) oriented MgO. The foil is highly polycrystalline as confirmed by X-ray diffraction. As the foil is far too thick for the ion beam to penetrate, a small pin was used to pierce the foil creating a hole that exposed the MgO backing. Using the electrostatic steering elements, the beam was focussed onto this hole allowing for the simultaneous collection of a signal from both materials for $H_0 = 4.1$ T at an implantation energy $\sim 30$ keV (Fig. 4.1). Steering the beam away from the hole resulted in a single resonance from the just the foil, as the mean implantation range is $\sim 100$ nm. This permitted the assignment of the resonance from $^8$Li stopping in the Pd in the composite spectra; Fig. 4.1.

The assignments are consistent with the expectation that the resonance from ions stopping in the MgO backing should be near the Larmor frequency...
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Figure 4.1: Temperature dependence of the $^{8}\text{Li}$ $\beta$-NMR spectrum at 4.1 T ($H_1 \sim 40 \mu T$) in Pd foil wrapped around crystalline MgO. The spectra have not been offset; the change in baseline asymmetries is due to the increase in spin-lattice relaxation with increasing temperature. Reproduced in part from Ref. [215]. Copyright (2005) by Elsevier B.V.
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\( \nu_L = 25.836 \text{ MHz at } 4.1 \text{ T} \). It is immediately apparent that the shift of the Pd signal is quite large (compared to the simple metals), negative, and \( T \)-dependent. The spectra are also quite broad and thus required a relatively large \( H_1 \) in order to obtain a signal of reasonable amplitude. The spectra shown in Fig. 4.1 are not offset; the decreasing off-resonance, baseline asymmetry \( A_0 \) as \( T \) is increased is consistent with the linear increase of \( T_1^{-1} \) with increasing \( T \) in metals (Chapter 1). Scanning a larger frequency range at 270 K revealed no additional resonances, indicating that the spectrum is not quadrupolar and that the stopping site(s) is(are) cubic.

The Pd spectra broaden considerably as the sample is cooled. As \( T \) is lowered the line becomes more asymmetric, appearing as a main resonance with a small amplitude, high frequency shoulder. This change in lineshape may be due to multiple low-\( T \) stopping sites with similar resonance frequencies. The Pd signal is described by two overlapping Gaussians (it will be seen in the following Chapter that the use of two lines for the Pd signal is indeed appropriate). The choice of Gaussian instead of Lorentzian lineshapes is empirical; however, regardless of the lineshape used, an additional Lorentzian needed to be included to account for the small amplitude, broad component centred between the Pd and MgO signals. A single Lorentzian is used to describe the MgO signal. Examples of these fits are shown in Fig. 4.2(a).

Using Eq. (1.16) with the MgO resonance frequency as \( \nu_0 \), the raw \( K(T) \) obtained for the two Pd lines are shown in Fig. 4.2(b). As a convention in this thesis, the more negatively shifted line is denoted as 1. The \( K \) values for both lines show a similar trend with \( T \), spanning a range of \( \approx 800 \text{ ppm} \). The resonance frequencies scale with \( H_0 \), as expected for Knight shifts, further ruling out a quadrupolar origin of the splitting. For instance, at 270 K and \( H_0 = 2.2 \text{ T} \), fitting the Pd signal to a single lineshape yields \( K \approx -994(14) \text{ ppm} \), consistent with the values observed at 4.1 T. Although these two lines are reminiscent of the tentatively assigned \( O \) and \( S \) resonances in the group 11 metals, there are differences in the case of Pd; this is discussed further in the next Chapter.

It is possible that the proximal field from the foil is influencing the res-
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Figure 4.2: (a) Representative fits; the Pd signal is fit using two overlapping Gaussian lineshapes (solid lines), a single Lorentzian lineshape is used to fit the MgO signal (dash-dot line), and an additional Lorentzian lineshape is added to account for the broad background (dotted line). (b) The resulting $K$ as a function of $T$ for the two Pd lines.
onance frequency in the MgO, increasing $\nu_0$, thereby artificially increasing the values of $K$. This can be ruled out by a simple estimation of the magnitude of the proximal field just outside the foil. By treating the foil as a thin, uniformly magnetized slab of aspect ratio $\xi_{\text{film}} = 10^{-3}$ (see Sec. 2.5.2), the proximal field is found\[191] to be $\sim 0.1 \mu T$ throughout the $T$ range studied—a value too small to affect the resonance in the MgO.

The $K$ values obtained are corrected for the demagnetization using Eq. (2.14), treating the foil as a thin slab. In this case, there are two choices for the values of $\chi_{\text{Pd}}(T)$: (i) the literature susceptibility of Pd $\chi_{\text{lit}}$ (see Fig. 1.2), and (ii) the susceptibility obtained from SQUID measurements of the foil itself $\chi_{\text{squid}}$; shown in the inset of Fig. 4.3. The corrections are applied to the shift of line 1 as its position is better determined from the fits. In the main panel of Fig. 4.3, $K^c_1$ is plotted versus the corresponding $\chi(T)$. Fig. 1.2 shows that from the conventional NMR of $^{105}$Pd, the Knight shift tracks the bulk susceptibility. In contrast, the relation between the $^8$Li $K^c(T)$ and the corresponding $\chi(T)$ is only linear in the region corresponding to high $T$; $K^c$ fails to track $\chi_{\text{lit}}$ for $T < 90$ K, and $\chi_{\text{squid}}$ for $T < 60$ K. Best-fit lines to the linear portions are shown in Fig. 4.3 along with the corresponding equations relating $K^c[\text{unitless}]$ to the respective $\chi[\text{emu/mol}]$.

Above about 50 K, $\chi_{\text{squid}}$ is within 10% of $\chi_{\text{lit}}$; however, as can be seen from the inset of Fig. 4.3, below this $T$ the magnetization $M$ of this foil increases, whereas the literature magnetization of pure Pd decreases. This increase is attributed to dilute, magnetic impurities. It is well known that such impurities give rise to a Curie-like $1/T$ upturn of the magnetization at low $T$ (they may have been introduced during the processing of this foil). In comparing the magnitude of the upturn in $M$ with similar observations in Pd (e.g., Refs. [84, 153]), the concentration of impurities is estimated to be $\sim 100$ ppm. This explains why the low-$T$ deviations of $K^c$ in Fig. 4.3 are in opposite directions. Regardless, the nonlinearity is obtained regardless of the choice of $\chi$, indicating that the local susceptibility probed by the implanted Li ions is distinct from that of either pure Pd, or that of this particular foil.

$A_{\text{hf}}$ can be calculated using Eq. (1.42), equating the term $K^c/\chi$ with
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Figure 4.3: Demagnetization-corrected shifts $K^c$ of line 1 versus $\chi_{Pd}$. Temperature is implicit, and decreases from left to right. The shifts were corrected for using, and subsequently plotted against, either the literature bulk susceptibility $\chi_{lit}$, or the susceptibility of the same $\beta$-NMR foil sample $\chi_{squid}$. The latter was obtained from the magnetization measured in a SQUID at 4.1 T (inset). In the high $T$ region, $K^c(T)$ is linear with the respective $\chi(T)$ as shown by the best-fit lines.
the slopes from the linear fits in Fig. 4.3, and assuming only octahedral interstitial stopping sites \((z = 6)\). The result is \(-1.28(5)\) kG/\(\mu_B\) using \(\chi_{\text{lit}}\), and \(-0.90(7)\) kG/\(\mu_B\) using \(\chi_{\text{squid}}\).

The linewidths and amplitudes of the Gaussians used to fit the Pd signals are shown in Fig. 4.4. Focussing first on the widths [panel (a)], both lines are relatively broad, and broaden further upon cooling. The sharp increase in width occurs for both lines when \(T\) is less than about 50 K. This is the \(T\) range where \(\chi_{\text{squid}}\) begins to deviate from \(\chi_{\text{lit}}\), likely due to dilute magnetic impurities. These impurity moments are probably randomly distributed throughout the foil, as are the final stopping sites of the Li ions. As a consequence, when averaged over all distances, the impurity magnetization gives rise to an inhomogeneous broadening, but does not affect the resonance frequency, as mentioned in Sec. 1.2.1. Indeed, the increase in linewidth as \(T \to 0\) is of the same order of magnitude as that calculated for dipolar broadening following Ref. [37] by assuming 100 ppm of Fe impurities with effective moments of 14\(\mu_B\)[153]. Such an impurity concentration is consistent with the quoted purity of this foil.

The corresponding amplitudes [panel (b)] decrease nearly linearly with \(T\). However, below 50 K where the Curie-like increase in the widths occurs, there is scatter and the behaviour of the amplitudes is less obvious. This is particularly the case for line 2, which shows a larger reduction in amplitude than that expected compared to its equality with line 1 above 50 K. For a constant \(H_1\), a broader line will have a smaller amplitude. The significant broadening of such small signals increases the uncertainty in the amplitudes, but inspection of Fig. 4.2(a) shows that at low \(T\), the broad component overlaps line 2. As temperature decreases, the widths increase and amplitudes decrease, and it becomes less appropriate to treat the broad component and line 2 separately. This likely leads to the peculiar behaviour of the amplitude of line 2 and increasing the uncertainties in its \(K\) at low \(T\) [Fig. 4.2(b)]. The inclusion of the broad component partly accounts for the Pd lines not being described by pure Gaussians, and is attributed to the magnetic impurities producing a pseudo-Lorentzian lineshape, i.e., increasing the spectral weight in the “tails” of the Gaussians[37]. Nonetheless, the
Figure 4.4: (a) Widths of the two Gaussians used in fitting the Pd signal as a function of temperature. The dashed line is an inverse-$T$ function given by $(60/T) + 6$, and is shown for comparison. (b) Normalized amplitudes of the two Pd lines with temperature; the dashed line is a guide to the eye.
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The present analysis is retained, particularly since the discussion of $K$ is confined to line 1, which has little overlap with the broad component. Moreover, in light of the presence of dilute magnetic impurities, the present analysis is quite satisfactory for an initial overview of the behaviour of $^8$Li in Pd.

Finally, the Korringa relation [Eq. (1.26)] can be applied to the above results. Using the ambient temperature relaxation rate measured previously [189] (0.33 s$^{-1}$), and taking $K = 1$ at 270 K, $|K^c|$ is predicted to be $\sim 120$ ppm, only about a quarter of what is observed. Similarly, for $K^c = -428.5$ ppm predicts a $T_1 \sim 0.2$ s, an order of magnitude faster than actually observed. Combining this $K^c$ with the relaxation rate gives $K \sim 13$, about 1.5 times that measured for the host nuclei by conventional NMR [21] at 4 K ($K_{Pd} = 9.4$). Thus, even the smallest shift for $^8$Li in Pd is much larger than expected from the Korringa relation; not surprising given that Pd is far from being a simple metal.

4.3 Conclusions

In this short Chapter the general features of $^8$Li $\beta$-NMR in (bulk) Pd foil were presented. In contrast to the shifts observed in noble metals or Al, strongly $T$-dependent Knight shifts are observed in Pd, that are much larger than the $T_1^{-1}$ predicts. The resonance is relatively broad, and exhibits a strong $T$-dependent width. At high temperature the shifts scale with susceptibility of pure Pd, but at low temperature this scaling no longer holds, and is most likely a manifestation of the unique magnetic properties of this host in response to the presence of the probe itself.

In order to verify that these intriguing results are truly intrinsic to $^8$Li$^+$ in bulk Pd, the $\beta$-NMR of $^8$Li$^+$ in a 100 nm film grown from a higher purity Pd source was subsequently studied, and this is the topic of the following Chapter.
Chapter 5

\(\beta\)-NMR of \(^{8}\text{Li}\) in a Bulk Palladium Film

5.1 Introduction

In the previous Chapter, a brief study of the \(^{8}\text{Li}\) in a microns-thick Pd foil sample revealed an unexpected low-temperature behaviour of the Knight shift that is likely linked to the unique magnetic properties of Pd. In order to verify that these results are indeed intrinsic to \(^{8}\text{Li}^+\) in bulk Pd, a 100 nm film of Pd was studied. By comparison to the findings in Au (Chapter 3), it is expected that a film of such thickness should give \(\beta\)-NMR results similar to that of the 12.5 \(\mu\text{m}\) foil. Additionally, at low temperatures, the magnetization of the foil indicated the presence of magnetic impurities that broadened the linewidths of the resonances in that sample. This was avoided for this film as it was grown from a higher purity source, and subsequently protected by a Au capping layer.

Resonances are presented from this film, and the spin-lattice relaxation rate is measured as a function of temperature in the foil. A combined analysis of the two data sets is presented in order to gain a more detailed understanding of the \(\beta\)-NMR of \(^{8}\text{Li}^+\) in bulk Pd. This is an important prerequisite to follow-up experiments to examine the possibility of studying size-dependent magnetic properties of thin Pd films by \(\beta\)-NMR.

5.2 Results

The sample consists of a nominally 100 nm thick Pd film grown via e-beam evaporation from a 99.99% source onto an epitaxially polished (100) STO
substrate at 60–80 °C. The growth rate was ~ 0.5 Å/s under a background pressure of ~ 10^{-8} Torr. It was subsequently capped \textit{in situ} with nominally 10 nm of Au. The thicknesses being established by a quartz crystal growth-rate monitor. The Pd is found to be polycrystalline, but with a (111) texture along the film normal as determined from X-ray diffraction (thus less polycrystalline than the foil).

Resonances were recorded at an external field of 4.1 T for an implantation energy of 11 keV and \( H_1 \sim 30 \mu \text{T} \). For this \( E_{\text{Li}} \) the TRIM.SP simulation of the stopping profile indicates that no ions should stop in the STO substrate [cf. Figs. B.2(b) and B.3]. Spectra were collected in the temperature range of 8.5 K–270 K and are displayed in Fig. 5.1(a). The signals from Li in the two layers could be assigned based on their relative amplitudes, and the expected \( K \) in the respective metals (Chapters 3 and 4). The assignments were confirmed by recording a spectrum for \( E_{\text{Li}} = 0.9 \text{ keV} \) for which the signal assigned to ions in the Au is of larger amplitude compared to that assigned to ions stopping in the Pd.

As expected from the measurements in the 12.5 µm foil presented in the previous Chapter, the Pd signal is strongly \( T \)-dependent with a large, negative \( K \). The amplitude of the Pd signal also decreases with decreasing \( T \), as observed in the foil. As seen in the data of Chapter 3, the position of the resonance from ions in the Au does not change with \( T \), nor does its amplitude. This is best seen in the normalized spectra in the inset of Fig. 5.1(b). It is noted that the Au signal is quite broad; however, this is not discussed here, keeping the focus on exclusively the Pd resonances.

The Pd resonances from this film clearly appear as two partly resolved lines throughout the entire \( T \) range studied. This \textit{a posteriori} justifies the use of two signals in fitting the resonances in the Pd foil in Chapter 4. As discussed further below, in contrast to the foil spectra, there is no Curie-like broadening of the resonances at low \( T \), consistent with the higher purity of this sample. The spectra were thus fit using two Lorentzian lineshapes to account for the Pd signal, and a single Lorentzian lineshape for the Au signal. This is illustrated for three representative spectra in Fig. 5.2. Close inspection of these spectra shows that the choice of Lorentzians is motivated
Figure 5.1: (a) Temperature dependence of the $^8$Li $\beta$-NMR spectra recorded in the Au(10 nm)/Pd(100 nm)/STO film at 4.1 T for $H_1 \sim 30 \, \mu$T and $E_{Li} = 11$ keV. The amplitude of the Pd signal decreases with decreasing $T$ while the amplitude of the Au signal remains constant, as seen in (b) for the normalized spectra. (c) Spectrum from this film ($H_0 = 6.55$ T, $H_1 \sim 40 \, \mu$T, 270 K) in the separate helicity channels.
Figure 5.2: Representative spectra from Fig. 5.1 showing the fits to three Lorentzians. The Pd signal is fit to two overlapping lines, denoted 1 and 2, and the Au signal is fit to a single line. The vertical line denotes $\nu_0$ as determined from the known $K_S$ in Au (Chapter 3). Reproduced from Ref. [216]. Copyright (2007) by the American Physical Society.
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by the high rf power, but also to account for the small, high frequency tail
of the Pd signal. This is analogous to the high frequency broad component
observed in the foil spectra, but in the present resonances it is of reduced
amplitude and no additional lineshape was needed in the fits. It is noted
that in comparison, the low frequency end of the signal exhibits a sharper
cut-off. Random, dilute magnetic impurities are expected to produce sym-
metrically broadened resonances[37]. The asymmetric shape of these signals
instead suggests the shifts are distributed towards smaller values. As the
temperature is decreased, the frequency difference (i.e., splitting) between
the two lines comprising the resonances remains essentially constant.

Based on the results in Chap. 3, for \( T > 150 \) K, the Au signal would be
expected to appear as two resolved resonances attributed to ions stopping
in the \( S \) and \( O \) sites. However, as stated above, the resonance from the
Au is broad, and the two lines are not resolved. Additionally, near room
temperature the resonance from the Au is predominantly from ions assigned
to the \( S \) site. Using the established value of \( K \) for this site (+63 ppm) and
the frequency of the Au signal in this film at 270 K, a value of the reference
frequency \( \nu_0 \) was determined (vertical line in Fig. 5.2).

With the value of \( \nu_0 \) fixed, raw \( K \) values for the two Pd lines were
calculated using Eq. (1.16) and are shown in Fig. 5.3(a). The spectra show
no indication of a quadrupolar interaction in the individual helicities, e.g.,
Fig. 5.1(c). The \( K \) values of both Pd lines for \( H_0 = 6.55 \) T at 270 K
[e.g., Fig. 5.1(c)] and 70 K are essentially equal to the shift values at 4.1
T, consistent with magnetic Knight shifts, as was concluded from the foil
resonances. The values of \( K \) for the two lines in the foil are also plotted in
panel (a) of Fig. 5.3. The similarity between the shifts from the two samples
is immediately evident; the magnitude of the shifts and their variation with
\( T \) are consistent between the two samples.

As the splitting between lines 1 and 2 in the film is small in comparison
to the shifts (\( \sim 200 \) ppm) and does not show any appreciable dependence
on \( T \); taking the average shift \( K_{av} \) simplifies the analysis, and this is plotted
Fig. 5.3(b). For the sake of comparison, \( K_{av} \) of the two lines from the foil
is also shown in Fig. 5.3(b). The magnitude and temperature dependence
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Figure 5.3: $^8$Li Knight shifts measured in the 100 nm film and Pd foil (Chapter 4) and as a function of temperature. (a) Raw shifts of the two lines used to fit the Pd signals from both samples, and (b) the average of the shift of the two lines in (a). (c) Average shifts from (b) corrected for the demagnetization using the literature $\chi_{\text{Pd}}$. The lines indicate the shift values if $K_{\text{av}}^c$ scaled with the susceptibility of Pd for all $T$ (cf. Fig. 5.4).
of the two $K_{av}(T)$ are very similar as the values for the 100 nm are at most about 10% smaller than those for the foil. This is most significant below 60 K where, due to the broadening attributed to dilute magnetic impurities, the uncertainties and scatter in the shifts in the foil, especially of line 2, are the largest. Overall, the agreement in the shifts from the two samples can be considered quantitative. The small discrepancy is largely attributed to systematics, particularly the broadening in the foil producing unresolved lines, and the indirect determination of $\nu_0$ for the film data.

The $K_{av}$ values are subsequently corrected for the effect of demagnetization using Eq. (2.14). The choice of $\chi$ is clearly important here. In contrast to a sample of foil, it is not feasible to measure the magnetization of this thin film using SQUID magnetometry as the magnetization would be dominated by the signal from the massive STO substrate. The susceptibility obtained from the magnetization of the lower purity foil (inset of Fig. 4.3) is obviously not appropriate. As the raw shifts are very similar in this film to those in the bulk foil, the literature susceptibility of pure Pd $\chi_{Pd}$ (Fig. 1.2) is used in Eq. (2.14). The resulting corrected values are plotted in panel (c) of Fig. 5.3, where $K_{av}^c$ from the foil is also shown for comparison.

The corrected shifts from the film exhibit a monotonic increase toward larger negative values upon cooling. At the lowest $T$ $K_{av}^c$ has increased by a factor $\sim 2$ over the value near room $T$. The low temperature susceptibility probed by the Li ions is not proportional to $\chi_{Pd}$, while at higher temperatures it scales linearly with $\chi_{Pd}$. This behaviour is seen in both the foil and the film, and thus, is intrinsic to $^8\text{Li}^+$ in Pd. Focussing on the film, below about 110 K, $K_{av}^c$ increases roughly linearly with decreasing $T$. At the lowest $T$, $K_{av}^c$ is about -200 ppm larger than if the scaling with $\chi_{Pd}$ were maintained, which is well outside the statistical errors. This low-$T$ deviation is not entirely surprising as $\chi_{Pd}$ is very sensitive to the presence of structural perturbations (like the $^8\text{Li}$ probes), particularly for $T$ in the region of the susceptibility maximum and below. Thus, it seems reasonable that for $T < T^* \approx 110$ K a low temperature “defect” state is formed for $^8\text{Li}^+$ in Pd. In this $T$ range, the local susceptibility sensed by the Li $\chi_{loc}$ differs from that of $\chi_{Pd}$—it is notably enhanced over that of the pure host.
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Figure 5.4: Demagnetization-corrected average shifts for $^8\text{Li}^+$ in the film and foil versus the susceptibility of Pd. At high temperature (small $\chi_{\text{Pd}}$), $K_{\text{av}}^c$ is linear with the susceptibility as illustrated by the best-fit lines. The vertical line denotes the van Vleck (orbital) susceptibility of Pd[11].

Above $T^*$ the scaling of $K_{\text{av}}^c$ (and thus $\chi_{\text{loc}}$) with $\chi_{\text{Pd}}$ is shown by the $K-\chi$ plot of Fig. 5.4. Best-fit lines for the shifts in the high $T$ region are shown along with the associated expressions for $K_{\text{av}}^c[\text{unitless}]$ as a function of $\chi_{\text{Pd}}[\text{emu/mol}]$. Having established that the magnitudes and thermal evolution of the shifts in the film are consistent with those from the foil, for the remainder of this Chapter, the analysis will be restricted to the Knight shift data from the film.

Extrapolation of the fit line in Fig. 5.4 toward $\chi = 0$, i.e., for vanishing $d$ spin polarization, can be used to estimate the $T$-independent contributions to the shift of the implanted $^8\text{Li}$. These would be the orbital (or chemical) shift and the shift due to the paramagnetism of the $s$ electrons. The
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The latter would be obtained by extrapolation to $\chi_s$, but may not be strictly $T$-independent due to the $s-d$ hybridization in the host[93]. For Pd, estimates of $\chi_s$ are either smaller, or similar to $\chi_{vv}$, which amounts to just a few percent of the total susceptibility[5, 14]. From Fig. 5.4, the intercept of the fit line can thus be used as an adequate approximation for these contributions, yielding $\sim +65$ ppm. This value is derived from a limited number of data points. The large extrapolation required for this data increases the uncertainty considerably to $\sim \pm 100$ ppm (as determined manually). In Sec. 1.4 it was mentioned that the chemical shifts of Li from $^6$,$^7$Li NMR generally span a very small range ($\sim \pm 10$ ppm). Thus, a small $K_{\text{orb}}$ is expected for $^8$Li. The $\mu^+$ shift in Pd for zero susceptibility is +45(10) ppm[198]. To obtain Knight shifts arising only from the coupling to the $d$ electrons, a $T$-independent contribution should be subtracted from $K_{\text{av}}$. However, as this appears consistent with a small value, and the uncertainty in such a value is substantial, no attempt is made here to correct the $^8$Li Knight shifts for this contribution.

From the slope of the fit line in Fig. 5.4 a value of the hyperfine coupling constant $A_{\text{hf}}$ for $^8$Li in the film can be calculated from Eq. (1.42). Although not strictly necessary, a value needs to be assigned to $z$. This requires a consideration of the possible stopping sites for Li in Pd. It is assumed that the ions occupy exclusively the octahedral interstitial site ($z = 6$); discussed further below. This yields $A_{\text{hf}} = -0.65(2)$ kG/$\mu_B$. By contrast, the coupling constants of $^8$Li in the group 11 metals (Table 3.1) are at least an order of magnitude larger. This is not unreasonable, as the Li is hybridized with the $d$ band in Pd and these orbitals are more contracted and closer to the host atoms, the overlap is smaller in this host. Due to the enhanced susceptibility of Pd, a small coupling is still sufficient to produce the sizeable shifts observed.

The amplitudes of the Lorentzians used to fit the Pd signal in the film are shown in Fig. 5.5(a). Both lines exhibit a monotonic decrease in amplitude with decreasing $T$. This is the same trend observed for the amplitudes in the foil [cf. Fig. 4.4(b)]. Indeed, the decrease as the film is cooled is quantitatively similar in both samples. At the lowest temperature, the amplitude of line 1
decreased by a factor of about 2, and that of line 2 by a factor of 5. In the foil, the amplitudes of these two lines are reduced by factors of about 3 and 5, respectively, at $T \approx 10$ K.

The temperature dependence of the amplitudes of the two lines in Pd is rather distinct from those observed for $^8$Li in the isostructural group 11 metals. In those hosts the linewidths are independent of temperature, and the amplitudes vary with $T$ in accord with a thermally-induced site change, as illustrated by the data from Au in Fig. 3.4. By analogy it is tempting to attribute line 2 to Li in $S$ sites and line 1 to Li in $O$ sites. This implies that
the temperature range for which the Li site change occurs in Pd is higher than room $T$. Thus, if the measurements could be extended to higher $T$ it would be expected that the amplitude of line 2 would continue to increase, eventually saturating at some $T$, while the amplitude of line 1 would decrease and eventually disappear completely. A difficulty with this scenario is the small difference in $K$ for lines 1 and 2. In the group 11 metals, $K$ for the $S$ and $O$ signals differs by a factor $\sim 2$ (Table 3.1), while $K$ for the two lines of Pd differs by only a factor of $\sim 1.2$. Moreover, for a site change which occurs above room $T$, it is unlikely that the $S$ sites would have appreciable occupancy at the lowest temperatures and this line would not be expected to be observed for all $T$. The $S$ and $O$ sites are sufficiently distinct that Li occupying these sites should have clearly different shifts, as seen for Li in the group 11 metals; however, the unique magnetic properties of Pd may modify the shift of one or both sites such that the splitting between them is reduced. Nonetheless, the Li is taken to be stopping in only the $O$ sites throughout the entire $T$ range (see the Discussion). It is noted that absence of the exact knowledge of the stopping site(s) does not preclude important conclusions from being made.

The linewidths of the two Lorentzians are given in Fig. 5.5(b). They are strongly temperature-dependent, exhibiting an increase upon cooling. As found for the resonances from the foil [Fig. 4.4(a)], the width of line 2 is always greater than that of line 1. However, unlike the foil, they do not show the pronounced Curie-like impurity contribution at low $T$. This is consistent with this film being of higher purity. The linewidths in this film are also essentially equivalent to the values in the foil (for $T$ above 60 K): $\sim 3 - 5$ kHz and $\sim 7 - 12$ kHz for lines 1 and 2, respectively. Put differently, the widths of both lines double upon cooling from room temperature to 8 K. In panel (c) of Fig. 5.5, the area of the two lines as a function of temperature is shown. Below 250 K, they are essentially equal and approximately constant with $T$. Thus, the decrease in amplitude is proportional to the increase in width, and the number of spins contributing to each site is essentially constant; this is further evidence against a thermally-induced site change.

In Fig. 5.6 the linewidths are re-plotted against $T$ on a logarithmic scale.
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Figure 5.6: Temperature dependence of the linewidths of the two Lorentzians used in fitting the Pd resonances plotted on a semi-logarithmic scale.
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providing a different perspective on their thermal variation. Such a pronounced \( T \)-dependence indicates a contribution from a mechanism other than static dipolar broadening from the host nuclei which is \( T \)-independent. The powder-average, intrinsic (van Vleck) linewidths for undistorted \( O \) and \( S \) sites in Pd are calculated to be 0.097 kHz and 0.051 kHz, respectively [Eq. (1.43)]. These are essentially equal to those in Au. The only isotope of Pd with a nuclear spin \(^{105}\text{Pd}\) has a gyromagnetic ratio \( \sim 4 \) times that of \(^{197}\text{Au}\), but has only a 22.3\% natural abundance. The differences basically cancel, so in the simplest estimate, the linewidths due to the static dipolar broadening in Pd and Au are roughly the same. The linewidths observed in Pd are thus indicative of a broadening due to inhomogeneities in the \( T \)-dependent local magnetic field at the \(^{8}\text{Li}\) probes. Indeed, for larger \( H_0 \) (6.55 T), the linewidths are broader, but based on the limited data, they do not broaden in proportion to the change in applied field.

Turning to the spin-lattice relaxation rates, measurements of \( T_1^{-1} \) were not performed in this film in order to avoid contamination from ions stopping in the Au capping layer. Instead, the data were collected in a piece of the same foil discussed in the previous Chapter. The data was collected for \( H_0 = 4.1 \) T, \( E_{\text{Li}} = 28 \) keV, using a beam pulse of width \( \delta = 4 \) s.

Representative time spectra spanning the \( T \) range studied are shown in Fig. 5.7(a) along with the corresponding fits to Eqs. (2.7) and (2.8) as these spectra were found to require two relaxing components to adequately describe the data. One component was constrained to be a small fraction (between 5 and 10\%) of the total asymmetry, and have a relaxation rate an order of magnitude faster than the majority component. A possible origin for this small component is the fraction of ions that are backscattered, a second is surface contamination. Regardless, the fits demonstrate that these time spectra are well described by a single majority component. Thus, in spite of the resonance spectra being comprised of two partially resolved lines, all implanted ions can be taken to relax at the same rate for a given \( T \). This is not unreasonable since the shifts of the two lines differ by only \( \sim 20\% \), and so any small difference in the relaxation rates is not likely to be resolved in the data.
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Figure 5.7: (a) Representative spin-lattice relaxation spectra recorded in the Pd foil and associated two component fits using Eqs. (2.7) and (2.8). (b) Temperature dependence of the product $(T_1 T)^{-1}$ for both $T_1$ and $T_{1c}$ [the temperature dependence of $T_1^{-1}$ is shown in Fig. 5.8(b)]. Reproduced in part from Ref. [216]. Copyright (2007) by the American Physical Society.
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The resulting rates for the majority fraction as a function of $T$ are displayed in Fig. 5.8(b). The rates exhibit an overall increase with increasing $T$. This is also reflected by the essentially constant nature of $1/T_1 T$ over most of the $T$ range in Fig. 5.7(b). At a temperature just above $T^*$, $T_1^{-1}$ becomes sub-linear. However, for $T \leq 110$ K, a linear fit to the rates yields $T_1^{-1} = 1.22(2) \times 10^{-3}$ s$^{-1}$K$^{-1}T + 4.5(9) \times 10^{-3}$ s$^{-1}$ [solid line in Fig. 5.8(b)]. Note the rate obtained at room $T$ is in very good agreement with the one reported previously for $^8$Li in Pd at ambient temperature by Koenig et al.[189].

In order to isolate only the temperature-dependent contribution to $T_1^{-1}$, the small $T$-independent term below $T^*$ is subtracted and the resulting rates denoted by $T_{1c}^{-1}$. Since the $T_1^{-1}$ data were collected over a $T$ range spanning two orders of magnitude, the effect of this correction is most significant only at the lowest $T$ where it removes the increase seen in $1/T_1 T$. This is readily seen in the temperature dependence of $1/T_{1c} T$ that is also plotted in Fig. 5.7(b).

Measurements of $^{105}$Pd $T_1^{-1}$ show that the rate is linear below about 150 K; whereas, above this $T$ it becomes non-linear and appears to saturate near room $T$[32]. This was discussed in Sec. 1.3 as being consistent with spin fluctuation theory which predicts a thermal increase in the SF amplitudes until a saturation is reached at $T_{sf}$ whereupon they behave as effective local moments with some degree of short-range order. The $^8$Li rates exhibit a saturation consistent with the accepted value of $T_{sf} \sim 250$ K for Pd[32, 95]. Very good agreement between these $\beta$-NMR rates and $T_{1d}^{-1}$ reported from $^{105}$Pd NMR[32] is evidenced in Fig. 5.9. The non-linearity of $T_1^{-1}$ at high $T$ is thus characteristic of the nearly ferromagnetic nature of this host; however, for $T$ above room temperature, the limited data suggest a further decrease in $T_1^{-1}$. This may be an indication of the onset of a thermally-activated site change of the $^8$Li. The site at higher temperature would be characterized by a smaller $|K|$, and hence a smaller slope, analogous to the decrease in the slope of $T_1^{-1}$ seen in the simple metals[185, 186, 187]. This observation lends support to the belief that below room temperature the Li stopping site does not change.

Nuclear spin-lattice relaxation rates provide an important test of spin
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Figure 5.8: (a) Temperature dependence of $K_{av}^c$ with some shift values interpolated/extrapolated from Fig. 5.3(c) to match those temperatures of the $T_1^{-1}$ data in (b). In (b), the solid line is a best-fit line for the data below $T^*$. (c) The value $\kappa \equiv (T_1T|K_{av}^c|)^{-1}$ as a function of $T$ for: (circles) $T_1^{-1}$ measured in the foil and the $K_{av}^c$ values in (a); and (triangles) $T_{1b}^{-1}$ calculated from the baseline asymmetry values in Fig. 5.1(a). Reproduced in part from Ref. [216]. Copyright (2007) by the American Physical Society.
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fluctuation theory[71]. In Sec. 1.3 the observation of ferromagnetic dynamical scaling, $(T_1T)^{-1}_d \propto \chi_d(T)$, by conventional NMR in weak ferromagnets (or strong paramagnets) was discussed. Notably, this relation was found to hold from $^{105}$Pd NMR[32]. A similar analysis can be performed for the $^8$Li $\beta$-NMR data following Eq. (1.41). The shifts and relaxation rates are taken to be dominated by the $d$ electrons of the host. $T^{-1}_c$ is used such that the zero temperature intercept is zero. The slope denoted by $\kappa$ is therefore equivalent to $(T_1c|K_{av}^c|)^{-1}$. The resulting $\kappa(T)$ is displayed as circles in Fig. 5.8(c). The values of $\kappa$ are observed to be largely constant, i.e., this scaling largely holds for $T > T^*$. In addition, as recently demonstrated for Ag, $T^{-1}_1$ can also be extracted from the off-resonance, baseline asymmetries $A_0$[Fig. 5.1(a)] using the expression[187]

$$
\frac{1}{T_{1b}} = \frac{X - A_0}{\tau A_0},
$$

(5.1)

where $X$ is an adjustable scaling parameter. The value of $X$ is chosen such that $T^{-1}_{1b}$ coincides with $T^{-1}_1$ as $T \to 0$ where the relaxation is the slowest. The resulting rates are shown as squares in Fig. 5.9, with $1/T_{1b}T$ plotted in the inset. It is noted that these rates will contain a contribution from the ions stopping in the Au overlayer; however ion implantation simulations using TRIM.SP (Appendix B) indicate the fraction of the total implanted ions that stop in the Au is at most 5%. This tiny fraction is too small to influence the $A_0$ values. Furthermore, the choice of $X$ can only shift the rates by a constant along the ordinate as their variation with temperature is dictated by the values of $A_0$. Choosing $X$ such that $T^{-1}_{1b}$ coincides with $T^{-1}_c$ at 270 K results in a large intercept ($\simeq 0.1 \text{ s}^{-1}$), which is rather unrealistic. In fact, the value of $T^{-1}_{1b}$ shown in Fig. 5.9 near room $T$ is quantitatively similar to the rate measured directly at room $T$ in an uncapped 150 nm Pd film which was grown in the same e-beam evaporator from a source of equivalent purity onto an equivalent STO substrate. This lends support to the choice of $X$, i.e., scaling at low $T$, as well as the negligible contribution from the small fraction of ions in the Au layer. It is emphasized that this method of determining the rates is indirect; in this particular case, they also include the small, fast
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Figure 5.9: Comparison of the temperature dependence of $(T_1c T)^{-1}$ of $^8$Li in Pd foil (line, left ordinate) with the reported $d$ electron contribution to the relaxation rate from $^{105}$Pd NMR (circles; right ordinate) [32]. The rates determined from the baseline asymmetry values $T_1b^{-1}$ from the resonance spectra in the film are also shown (squares; left ordinate). Inset: $1/T_1b T$ ($10^{-3}$ s$^{-1}$ K$^{-1}$) plotted over the same temperature range.
component. Nonetheless, $A_0$ values can in principle provide an alternative way of obtaining $T_{1}^{-1}$[187], so it is interesting to compare these rates with those determined directly. The rates obtained directly from the time spectra in the foil are considered more reliable; however, the discrepancy between the two sets provides motivation for further investigation. To this end, $\kappa$ calculated using $T_{1h}^{-1}$ and the corresponding $K_{av}^{c}$ are also plotted as triangles in Fig. 5.8(c). A close examination shows that for both sets of values $\kappa$ begins to decreases when the temperature is lowered below about 175 K.

5.3 Discussion

The observed resonances are comprised of two partially resolved lines that exhibit similar thermal evolution of their shifts, widths and amplitudes. Inspection of the resonances in the separate helicities does not indicate a quadrupolar origin. By comparison with other fcc metals, one is lead to the conclusion that the Li ions predominantly come to rest in the $O$ sites over the whole $T$ range employed. This implies that there is a slight difference in the hf interaction for a fraction of the ions although they all occupy the same crystallographic lattice site.

This proposal is further substantiated by preliminary results from $^8$Li $\beta$-NMR of a 100 nm (111)-oriented single crystal film of Pd grown epitaxially on an equivalent STO substrate[210]. The resonances from this sample (not shown) exhibit identical relative shifts as a function of temperature, but more importantly, they appear as a single, narrower line as opposed to two overlapping ones. The resonance labelled 2 in the foil and the polycrystalline film discussed here is essentially absent in the single crystal spectra. The major difference between polycrystalline and single crystal specimens is the greater degree of orientation and lack of grain boundaries in the latter. Thus, it is suggested here that the two lines observed in polycrystalline samples arise from ions are indeed in the same sites ($O$), but are distinct as a consequence of the orientational heterogeneity. This implies the local magnetic field probed by the $^8$Li depends on the orientation of the lattice with respect to $H_0$, albeit slightly. The two lines can then arise as a result of
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A powder-average over the randomly distributed lattice orientations in the following manner. It is assumed that the local magnetic field at the probes varies sinusoidally as a function of the angle of \( H_0 \) with respect to the local cubic axes of the crystallites. While the film is largely textured in the (111) direction along the normal to the plane, the orientation of the crystallites is completely random in the plane, and so this angle is also assumed to be distributed randomly (i.e., the arcsine distribution with its two singularities). The probability density is thus concentrated at the boundary values, yielding two predominant local magnetic fields that produce the two lines with differing shifts. The fact that the resonances also become narrower as the degree of orientation is increased indicates that the linewidths are also reflective of this crystallographic inhomogeneity.

Turning to the susceptibility enhancement probed by the Li, the temperature dependence of the Korringa ratio \( K \) [Eq. (1.26)] is shown in Fig. 5.10. \( K \) exhibits a continual increase with decreasing \( T \) for both sets of \( T_1^{-1} \). Near room temperature the enhancement is roughly equal to that obtained in \(^{105}\)Pd NMR\[21\] at 4 K, denoted by \( \ast \), while at the lowest temperatures it is \( \sim 3 \) times larger. Thus, even near room temperature, \( K \) is almost 10 times larger for \(^{8}\)Li in Pd than for \(^{8}\)Li in the group 11 metals (Table 3.1).

At low temperatures the effects of the spin fluctuations are not as significant and Eq. (1.28) can be applied to demonstrate the large ferromagnetic enhancement of the local susceptibility in the ground state for the \(^{8}\)Li probes. The parameter \( K(\alpha_0) \) is used to quantify the enhancement in materials with strong electron interactions that may affect the shift and the relaxation rate differently (i.e., the \( q \) dependence of \( \chi \)). From Fig. 5.10, taking \( K \approx 30 \) as \( T \to 0 \) gives \( K(\alpha_0) \approx 0.14 \). By comparison \( K(\alpha_0) = 0.19 \) is determined from the \(^{105}\)Pd NMR measurements\[32\], and calculations for Pd predict\[32, 217\] \( K(\alpha_0) \approx 0.23 \). Thus, the ratio \( K(\alpha_0)_{\text{exp}}/K(\alpha_0)_{\text{calc}} \approx 0.6 \) for \(^{8}\)Li in Pd, whereas for the host it is \( \sim 0.8\[32, 71\] \). It is noted that \( K \) is calculated from \( K_{\text{av}} \) values that have not been corrected for any \( K_{\text{orb}} \). However, as \( K_{\text{orb}} \) is likely small, this is not expected to be a significant problem, particularly in comparison to the large values of the shifts at the lowest temperatures.

Small values of \( K(\alpha_0) \) are characteristic of the enhanced paramagnetic
Figure 5.10: Temperature dependence of the Korringa ratio $\mathcal{K}$ calculated for $K_{av}^c$ and $T_{1c}$ or $T_{1b}$. The dashed line is a guide to the eye. (⋆) denotes the value reported from $^{105}$Pd NMR at 4 K[21].
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state of nearly, or weakly, ferromagnetic metals, i.e., for enhancements of the susceptibility that are confined to a small region around $q \simeq 0$. Moreover, they are an indication of the absence of any localized moments. By contrast, for systems with localized impurity moments, $K(\alpha_0) \sim 1$ and the susceptibility is enhanced uniformly in $q$-space[71]. The $^8$Li data yield a small $K(\alpha_0)$ implying the susceptibility is enhanced in a small region of $q$-space. The localized nature in $q$-space means the enhancement is extended in real space.

The variation of $K(\alpha_0)$ has been calculated for various values of $\alpha_0$[44, 45, 217]. Recall that $\alpha_0$ is a phenomenological measure of electron-electron interactions, such that the Stoner enhancement factor can be approximated as $S \approx (1 - \alpha_0)^{-1}$. The above $K(\alpha_0)$ values for $^8$Li in Pd of $\approx 0.12 - 0.14$ correspond to $\alpha_0 \approx 0.95 - 0.96$, yielding $S \sim 20 - 25$. Thus, the local susceptibility probed by $^8$Li $\chi_{\text{loc}}$ is enhanced by a factor of at least 2 over that of the pure host (as $T \to 0$).

In Ref. [196], $K$ of Li at $O$ sites in Pd is reported from calculation to be $\sim -700$ ppm at 0 K. This agrees fairly well with the present low-$T$ $K_{\text{av}}^c$. However, no details of the calculation were provided, so it is not known what value of $\chi_{\text{Pd}}$ was used to generate this shift and the agreement may be fortuitous. It is reasonable that the deviation of the shifts from the host susceptibility below $T^*$ is related to the presence of the $^8$Li$^+$ probe. No observation of such an enhancement by any other implanted probe in this metal has been reported to date.

In addition to the electronic modification of the host arising from the hybridization of the Li 2$s$ orbital with the $d$ band, the local lattice relaxation about the probe needs to be taken into consideration as a major factor in determining $\chi_{\text{loc}}$. Indeed, in keeping with the assumed assignment of the Li probes to the $O$ sites, a local expansion of the host lattice is thus expected as discussed in Sec. 1.4. Importantly for Pd, a lattice expansion is predicted to lead to a ferromagnetic ground state[135, 136, 137, 138, 139, 140]. Moreover, Hjelm predicts that a lattice expansion will also significantly decrease the critical field for a metamagnetic transition, concomitant with an increasing orbital susceptibility with increasing applied field[133]. By comparison to
the reported lattice expansions of octahedral interstitial H, B, and C in Pd[218], Li can be estimated to produce an expansion $\sim 10\%$, sufficient to substantially enhance the susceptibility.

Further, due to the anisotropy of the elastic constants of Pd, the magnitude of the expansion is expected to depend on crystallographic orientation[221]. However, the expansion must maintain the cubic symmetry of the stopping site as there is no evidence for a quadrupole splitting due to an EFG at the Li site. It is possible that the site is slightly non-cubic producing a small EFG that gives rise to an unresolved, $T$-independent broadening of the resonances. Regardless, this anisotropy is in keeping with the suggested origin of the two resonance lines in polycrystalline specimens, although no anisotropy of the resonances has been observed for $^8\text{Li}$ in other cubic metals. The source of this proposed anisotropic hf field must not depend strongly on temperature as the splitting between the lines is approximately constant throughout the temperature range. One possible origin is the spin-orbit interaction which, due to the orbital motion of the electrons in the presence of a magnetic field, can impart a preferred direction to the susceptibility[219, 220]. This may further be related to the specific geometry of the crystallites. Slight differences in the temperature dependence of the local lattice relaxation may also contribute to the inhomogeneity of $\chi_{\text{loc}}$ that is evidenced through the temperature dependence of the linewidths.

Furthermore, the volume dependence of the susceptibility of enhanced magnetic metals is generally attributed to the volume dependence of the Stoner parameter (i.e., of $\bar{I}$)[222, 223, 224, 225] which is taken to be a local atomic property, so this is consistent with the perturbation being confined to a region of the Pd lattice in the immediate vicinity of the Li. Recall, Zellermann et al. suggest that a small temperature dependence of $I_0$ ($\sim 1\%$) is sufficient to account for the entire temperature dependence of $\chi_{\text{Pd}}[109]$. Thus, it is not unreasonable to consider a small enhancement of this parameter for, at least, the the Pd atoms nearest to the Li as a major contribution to $\chi_{\text{loc}}$.

A more intriguing characteristic of $\chi_{\text{loc}}$ is found by examination of the temperature behaviour of the inverse of the shifts. In Fig. 5.11 $|K_{\text{av}}^c|^{-1}$
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Figure 5.11: Apparent $T^{4/3}$ dependence of $1/|K_{cv}^c|$ (unitless) below $T^*$ (red line). The dotted line marks $T^*$. For temperatures above 150 K, $K_{cv}^c$ exhibits the same CW behaviour as the host (dashed line; guide to the eye). The inset shows $1/|K_{av}^c|$ (unitless) plotted against $T^{4/3}$. 
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(taken \( \propto \chi_{\text{loc}}^{-1} \)) is plotted as a function of \( T \). For temperatures above \( \approx 150 \) K, the inverse shifts are seen to follow the CW behaviour of the host susceptibility\[32\]; however, for \( T < T^* \), they appear to be well described by a behaviour \( \propto T^{4/3} \) as illustrated by the red line and in the inset. This holds most strongly for temperatures below 50 K. Such a temperature dependence is predicted from spin fluctuation theory for \( \chi^{-1} \) of an itinerant ferromagnet (in 3 dimensions) over a wide range of \( T \) just above the transition temperature\[54, 79, 87, 226\]. This has also been experimentally observed by magnetometry in several weak metallic ferromagnets where \( T_C \) was tuned via chemical doping\[227, 228, 229\]. For instance, the temperature behaviour shown in Fig. 5.11 is identical with that reported in Ref. \[227\] for Nb-doped ZrZn\(_2\) for a Nb concentration slightly above the critical concentration for which \( T_C \) is suppressed to zero. The present results strongly point to enhanced spin fluctuations in the region about the Li that further enhance the propensity for ferromagnetic order, although there is no evidence for static ordering.

The Li may be characterized as “nucleating” a region in its vicinity that is even closer to ferromagnetic order than the enhanced paramagnetic host. This is similar to “droplets” of local order in an otherwise non-ordered background that are theoretically predicted to be induced by defects in metals that are proximal to magnetic groundstates\[230\]. The clear distinction here is that there is no evidence of any long-range ferromagnetic order induced by the Li. The notion of a droplet of locally stronger enhancement may indeed be a useful way to view the present results, in some ways analogous to the concept of a magnetic polaron\[231\]. While the spin-lattice relaxation rates show a linear increase with increasing \( T \), consistent with the Korringa mechanism, they are far slower than predicted from \( K^c \) using the Korringa relation. This is surprising since a stronger local enhancement of the susceptibility would be predicted to give rise to stronger fluctuations thereby increasing \( T_1^{-1} \), particularly at lower temperatures. However, as pointed out by Lederer\[232\] for the case of an isolated magnetic impurity in a nearly ferromagnetic host, a local breakdown of the Korringa relation can be expected. This is due to the differing \( q \) dependence of \( K \) and \( T_1^{-1} \). The shift
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is sensitive to the static uniform susceptibility which, as discussed above, is consistent with a large ferromagnetic enhancement in the region $q \simeq 0$. Referring to Eq. (1.40), it is seen that $T_1^{-1}$ depends on a sum over all $q$ components, and is less affected by the small region around $q = 0$ where the uniform susceptibility is most enhanced. Thus, a stronger local enhancement of the susceptibility need not correspond to faster relaxation rates. This is equivalently manifest by the change in $\kappa$ below $T^*$. 

5.4 Conclusions

In this Chapter a more detailed analysis of the behaviour of $^8$Li$^+$ in a high-purity, 100 nm Pd film was presented. The Knight shifts scale with $\chi_{\text{Pd}}$ as the temperature is lowered from room temperature down to $T^* = 110$ K. This behaviour is similar to that observed in the foil indicating the behaviour is intrinsic to $^8$Li in Pd. The resonances appear as two partially resolved signals throughout the $T$ range, but do not exhibit the thermal variation in amplitudes (areas) of the resonances observed in other fcc metals. The two lines are not assigned to $^8$Li stopping in distinct lattice sites, but are instead taken to arise from ions in O sites that experience a subtly different hf fields as a consequence of the lattice orientation. A powder-average of crystallite orientations with respect to $H_0$ is suggested to give rise to a local hf field probability distribution that is concentrated at two values.

The linewidths are too broad to be solely from host nuclear dipoles, and must be of magnetic origin. They are strongly dependent on temperature, doubling as $T$ is lowered from room temperature down to 8 K. However, they do not show any sign of a Curie-like increase at the lowest temperatures due to dilute magnetic impurities as in the case of the foil. The resonance amplitudes decrease monotonically with decreasing $T$. This is simply a consequence of the line broadening as the resonance areas remain essentially constant.

Spin-lattice relaxation rates measurements in the foil, and extracted from the resonance baseline asymmetries in the film, reveal an initial linear increase with $T$ at low temperatures, with an eventual saturation at higher
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temperatures. The rates in the foil have a temperature dependence that is identical to the $d$ contribution to $T_1^{-1}$ reported from conventional NMR of the host. The data is observed to satisfy the relation predicted for ferromagnetic SFs of 

$$\left(\frac{T}{T_1}\right)^{-1} \propto K_{av}^c(T)$$

for $T > T^*$. Correspondingly, the local susceptibility probed by Li is enhanced over that of the host below $T^*$, and for $T \to 0$ this corresponds to a Stoner enhancement that is a factor of at least 2 greater than the pure host susceptibility. The origin of this enhancement is not definite at present. However, the importance of a local lattice expansion about the putative interstitial ions, and an increase in the electron interaction parameter on the neighbouring Pd atoms are pointed out in this regard. The inverse of the shifts for $T < T^*$ can be described by a $T^{4/3}$ variation which is expected for itinerant ferromagnetic metals in a range of temperatures just above $T_C$. This can be viewed as the Li inducing a region locally that is closer to ferromagnetic order— a droplet of “super-enhancement.” However, the spin-lattice relaxation rates do not exhibit a corresponding enhancement. This intriguing observation requires further study, e.g., as a function of applied field, and calls for ab initio calculations specifically treating the response of Pd to such isolated defects.
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Summary and Future Prospects

The results presented here describe the successful application of the $\beta$-NMR technique to study the magnetism of transition metals. In particular, two metals at the extremes of paramagnetism; namely, non-magnetic Au and strongly exchange-enhanced, nearly ferromagnetic Pd. These results serve as clear demonstrations of the power of this implanted probe technique for studying materials typically not accessible by conventional NMR. Both metals were studied in the form of macroscopic foils, and also as thin films. The latter samples illustrate the advantage of the TRIUMF low-energy $\beta$-NMR facility using in-flight, optical polarization of the ions. Most other implementations of the $\beta$-NMR technique rely on polarized ions produced by nuclear reactions which are subsequently implanted at MeV energies, thus precluding their application to the study of thin film samples. This is a testament to the immense potential of low-energy $\beta$-NMR for investigating the magnetism of materials in reduced geometries, with the capability of depth-resolved measurements when desired.

In a broader context, this work expands the knowledge of the hyperfine interaction of implanted probes, as previous use of $^8$Li as a $\beta$-NMR probe in either Au and Pd was scarce. First-principle calculations of the hyperfine fields at impurities are stringent tests of theory. It is thus desirable to test existing theories with as many probe-host combinations as possible. Only in this way can potential deficiencies in present theories be identified and improvements attempted, which may ultimately lead to new and more accurate predictions. Calculations of the hf interaction of $^8$Li in the group 11
metals and Pd would certainly be desirable, not only in light of the present results, but also in aiding the direction future studies.

Overall, the behaviour of $^8$Li in Au is very similar to that observed in the other simple metals. Two distinct, narrow resonances are observed whose frequencies do not show any dependence on temperature, in keeping with the temperature-independent Pauli susceptibility. Only single resonances are observed with no indication of quadrupole splitting, indicative of well-defined, crystallographic stopping sites of cubic symmetry. Similar to the case of the other three metals, these are taken to be the octahedral interstitial and substitutional lattice sites. The resonance from ions in the latter site appears only for temperatures greater than about 150 K, and is attributed to a thermally-induced site change from the metastable interstitial site. The linewidths are quite narrow and are not dependent on temperature (they broaden slightly in the $T$ range of the site change). Such narrow lines are also observed in Ag, but not in Al or polycrystalline Cu where the two resonances are so broad they cannot be resolved. On the basis of the present data, a comparison of the observed widths (in the limit of small $H_1$) with the calculated rigid-lattice dipolar widths is highly suggestive of a local expansion about the interstitial ions and a local contraction about the substitutional ions. No dependence on the mean implantation depth of the probes was found for the resonances in Au.

The spin-lattice relaxation rate is independent of applied field for fields greater than at least 15 mT. The rate at room temperature is less than half as fast as that in the other three metals, and this is a notable distinction for Au. Application of the Korringa relation for the substitutional ions yields a ratio that is little enhanced over that predicted for a free-electron gas, i.e., $\mathcal{K} \approx 1$, and this is also the case for the other three metals. Except for Al where they are equal, the $^8$Li enhancement values are slightly smaller than those reported for the host nuclei by conventional NMR; the “disenhancement” being greatest for Ag. Thus, the Li is not generating any significant electronic correlations in its vicinity in these metals, signifying that it is indeed probing their intrinsic electronic structure.

Preliminary $T_1^{-1}$ data as a function of temperature in Au (not included
herein) are indicative of a rate that increases linearly with \( T \), in keeping with the Korringa mechanism of relaxation due to conduction electron spin-flip scattering. The slope decreases in the \( T \) range of the site change. This is analogous to what is observed in the other three simple metals. A study of the intrinsic linewidths should be carried out as a function of larger \( H_0 \) to be certain that the values are determined in the high-field limit where the quadrupolar interaction for the host spins is not a complication. In this regard, given that \(^{197}\text{Au} \) is 100% abundant \( (I = \frac{3}{2}) \), it may be interesting to attempt cross-relaxation measurements with \(^8\text{Li} \) in this host as well, which have already been undertaken for \(^8\text{Li} \) in Cu\[233\].

The inertness of Au makes it prevalent as a protective capping layer for many samples. Given its tendency to form flatter films\[234\] and its higher density (i.e., greater stopping power), Au is an appealing candidate for proximal magnetometry by \(^8\text{Li} \) \( \beta \)-NMR. Indeed, the induced magnetic polarization of Au layers in contact with 3\( d \) ferromagnet layers is a topic that has received little experimental attention\[235\]. The larger spin-orbit coupling of Au can be expected to result in a magnetic coupling at the interfaces that is distinct from that of other simple metals.

Turning to the results in Pd, the enhanced paramagnetism of this metal makes \( \beta \)-NMR of this host more complicated, but simultaneously richer than the simple metals. The results obtained are far from being fully understood, and more work is needed; first-principle calculations would clearly be beneficial in this regard.

The measured Knight shifts are negative for all temperatures studied, and this is consistent with calculations of the hf field at \(^8\text{Li} \) in ferromagnetic hosts like Ni as a consequence of the strong spin polarization from the \( d \) electrons. The shifts track the temperature-dependent susceptibility of the host for \( T > T^* \approx 110 \) K, which is in keeping with the results of other implanted probes like \( \mu^+ \) and \(^{12}\text{B} \), as well as conventional NMR. However, below this temperature the scaling breaks down; the local susceptibility probed by the \(^8\text{Li} \) thus includes a contribution representing the response of the host to the isolated defect and is no longer representative of the pure host. Such a deviation from the host \( \chi \) is hardly seen in the muon Knight
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shifts in Pd. The previous $^{12}$B (and $^{12}$N) $\beta$-NMR measurements of Pd did not extend below 100 K, so this appears to be a rare observation by NMR of the temperature evolution of such a “defect” state in this metal. While not a huge effect, the local susceptibility at the probe below $T^*$ is greater ($\sim 30\%$) than that of the pure host and is consistent with the temperature dependence expected for a weak ferromagnet in three dimensions just above $T_C$; although, there is no evidence for static ordering.

The resonances appear as two partially resolved lines, but there is no indication of a quadrupolar splitting. The amplitudes of the resonances decrease with decreasing $T$ due to line broadening. The resonances are significantly broader than predicted for host spin dipolar broadening pointing to a likely magnetic origin. The behaviour is not in keeping with the thermally-induced site changes observed in the isostructural simple metals. Assignment of the lattice location(s) for the implanted ions is correspondingly difficult; the analysis presented here assumes only the octahedral interstitial site is occupied to any appreciable extent. The observation of two resonances from the same stopping site leads to the suggestion that the hf interaction is anisotropic; the pair of resonances arise due to an average over the random distribution of crystallite orientations with respect to $H_0$.

The spin-lattice relaxation rates measured in a foil sample initially increase with increasing $T$, but become sub-linear above $T^*$ tending to saturate near room temperature. This is in keeping with the spin fluctuation-dominated relaxation reported from $^{105}$Pd conventional NMR. Additionally, below $T^*$ where the shifts indicate a local enhancement of the static susceptibility, $T_1^{-1}$ remains slower than expected. Above room $T$, $T_1^{-1}$ further decreases analogous to that observed in the $T$ range of the the thermally-induced site changes in the fcc simple metals. Higher temperature measurements would be useful, but this requires a high temperature oven not presently available. If the $T_1^{-1}$ is instead calculated using the baseline asymmetries from the resonances in a 100 nm film, a similar behaviour with $T$ is observed, but a stronger saturation occurs at a lower $T$ ($\sim 175$ K) to a rate that is roughly half as fast as that measured in the foil. Thus, a consistent determination of both $K$ and $T_1^{-1}$ in the same film sample is a more
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desirable situation.

Nonetheless, the shifts and relaxation rates could be analyzed analogous to conventional NMR data to show that the prediction from spin fluctuation theory of ferromagnetic dynamical scaling holds for $^8\text{Li}$ $\beta$-NMR of Pd. This demonstrates that $\beta$-NMR can be used to study the spin fluctuation (SF) spectra of enhanced, or weakly, magnetic materials in a manner analogous to conventional NMR. $\mu$SR can be used to probe the spin dynamics in such systems[236], but the technique of $\beta$-NMR has not been applied for this purpose. In this regard, the information obtained are complementary to that from conventional NMR or inelastic neutron scattering, since light implanted probes can access the interstitial regions and the presence of the probe itself may affect the SFs locally. These additional perspectives on SFs can be valuable in testing and refining theory, and thus further the understanding of the role of these magnetic excitations of a given material and the occurrence of magnetism in general. For example, a possible initial candidate for this type of study by $\beta$-NMR is the well-known, prototypical weak ferromagnet Ni$_3$Al. This system crystallizes in a structure that is analogous to the fcc lattice of a pure metal, and recently susceptibility[228] and $^{27}\text{Al}$ NMR[124] were used to study the evolution of the SF spectrum following C intercalation into the octahedral interstices.

Clearly further $\beta$-NMR of Pd is still in order. The onset of the intriguing enhancement of the susceptibility is near 100 K, a relatively high temperature in comparison to other “low temperature” phenomena. The Li may be viewed as inducing a region of enhanced spin fluctuations that is locally closer to ferromagnetic order than the pure host, described as a “droplet” of super-enhancement. By all other reports, non-magnetic impurities cause a reduction in the susceptibility of Pd. Thus, the origin of this effect certainly deserves further investigation, and may also provide new insights into the origin of the maximum observed in the susceptibility of the pure host.

Immediate future measurements should be extended to lower temperatures, as well as carried out as a function of $H_0$, particularly for lower values than employed here. Systematic studies of the shifts, linewidths, and $T_1^{-1}$ as a function of applied field may be useful in elucidating the origin of the
Li’s influence on the susceptibility. Also, the use of single crystal specimens of different orientation, or alternatively, rotating a single crystal with respect to $H_0$, would be useful in addressing the proposed anisotropy of the hf interaction.

Finally, some future extensions of $\beta$-NMR of Pd are mentioned. The first involves the use of Pd layers in $^8\text{Li}$ proximal magnetometry, or in studies of induced magnetic polarization. While more complicated than simple metals like Ag or Au, magnetic polarization of Pd is far more facile. It is also likely to yield a much more fascinating spatial response for which low-energy $\beta$-NMR, with its depth resolution capability, is ideally equipped to study. Indeed, it has been long known that Pd in contact with a ferromagnetic substrate becomes polarized ferromagnetically, and that in many cases this polarization extends a considerable distance from the interface[237, 238, 239, 240, 241, 242, 243]. It is quite conceivable that $\beta$-NMR could easily address many aspects of these systems, like the temperature, applied field, and distance dependence of this magnetic coupling. Rather analogous to the magnetic proximity effect, is the proximity effect from a superconductor. There is considerable interest in understanding how the occurrence of superconductivity is influenced at the interface between a superconductor and a ferromagnet, or equally an enhanced paramagnet[244]. A recent example is such a study in Pd/Nb bilayers[245].

The second potential extension involves the study of Pd samples of reduced size. Owing to the strong dependence of the susceptibility on the lattice structure, rather dramatic effects in the $\beta$-NMR of Pd can be expected for samples of thin films or supported nanocrystals[246]. In fact, preliminary $^8\text{Li} \ \beta$-NMR results of thinner Pd films reveal a remarkable reduction in the Knight shift as a function of thickness[247]; cf. Fig. 2.5(b). Further studies along this line would certainly be a valuable contribution towards the understanding of magnetism at the nanoscale. In this regard, the giant enhancement of the susceptibility observed for epitaxially strained thin Pd in Au/Pd/Au sandwiches is recalled[139]. A multilayer comprised of several repeating units of these sandwiches could easily be studied by low-energy $\beta$-NMR, and the results would be of use in clarifying the influence
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of lattice strain on the susceptibility.
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Appendix A

Basics of Beta Decay

A.1 General concepts

The use of beta-radioactive nuclei underlies the technique of \( \beta \)-NMR. Thus, a review of the fundamentals of the beta decay process\cite{248} is given here.

In \( \beta \)-decay the parent nucleus \( \frac{4}{Z+1}X \) is transformed into a daughter nucleus of \( \frac{4}{Z-1}X \); thus, the total mass number \( A \) remains constant, but the atomic number \( Z \) changes. Beta decay is subdivided into three types of processes. In two of these a \( \beta \)-particle, or electron, is emitted from the nucleus during the decay; in the third type, an extranuclear or orbital electron is captured by the nucleus. (i) In \( \beta^- \)-decay \( e^- \) emission accompanies the transformation of a neutron to a proton, and \( (Z \rightarrow Z + 1) \); (ii) in \( \beta^+ \)-decay, positrons \( e^+ \) are emitted when the opposite occurs, a proton transforms to a neutron and \( (Z \rightarrow Z - 1) \); (iii) in electron capture\cite{249} \( EC \), an electron from a bound atomic state (K,L,M,...) is captured by a proton, a neutron is formed, and again \( (Z \rightarrow Z - 1) \). EC leaves the final atom in an excited state and secondary emission of X-rays or Auger electrons is observed, the latter are not considered \( \beta \)-particles. It is a decay of type (i) that is relevant for \( \beta \)-NMR studies of this thesis.

Historically, \( \beta \)-decay was quite puzzling for several reasons. First, in contrast to alpha decay where the \( \alpha \)-particles are emitted in discrete energy groups, the \( \beta \)-particles exhibit a continuous distribution of energy, extending from zero to an upper maximum \( E_0 \); see Fig. A.1. If \( E_0 \) corresponds to the energy difference between the initial (parent) nucleus and final (daughter) nucleus states, then the continuous nature of the \( \beta \)-particle kinetic energy spectrum seemed to violate the law of conservation of energy. Additionally, \( \beta \)-decay seemed to violate the principle of conservation of angular momen-
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Figure A.1: Example distribution of electron energies in $\beta$-decay. $E_0$ is the maximum energy difference between parent and daughter nuclei; for known $\beta$-emitters this ranges between a few keV to about 15 MeV\[248\].

tum and the rule of statistics for composite systems\[250\]. For instance, consider the $\beta$-decay of tritium: $^3\text{H} \rightarrow ^3\text{He} + e^-$. The angular momentum of $^3\text{H}$ is $\frac{1}{2}$, while for the ($^3\text{He} + e^-$) system it is either 0 or 1, i.e., $^3\text{H}$ is a fermion, while the decay products form a system that is a boson\[250\].

A solution to these difficulties that does not require abandoning the conservation laws in $\beta$-decay was put forth by Pauli, who in 1930 postulated that an additional, undetected particle is emitted in each $\beta$-disintegration. This particle is known as the neutrino $\nu$. The electron and the neutrino belong to the class of elementary particles called leptons. Energy is conserved in the $\beta$-decay process as the neutrino carries off an amount of energy equal
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to the difference between the energy of a given β-electron and $E_0$ (except in EC where the emitted neutrino is monoenergetic)\cite{250}. Additionally, to preserve charge conservation the neutrino must have a charge of 0 (and thus an extremely small magnetic moment, if any), and the balance of angular momentum requires that the neutrino be a spin-$\frac{1}{2}$ fermion\cite{250}.

The neutrino thus has an associated antiparticle— the antineutrino $\bar{\nu}$— with the same spin, charge, and mass as $\nu$\cite{250}. By definition $\nu_e$ is the second particle emitted in $\beta^-$-decay,\textsuperscript{12} and $\nu_e$ is the particle that accompanies $\beta^+$-decay and EC\cite{250}. Thus, the elementary processes (i) and (ii) above are written as:

\begin{align}
    n & \rightarrow p + e^- + \nu_e \\
    p & \rightarrow n + e^+ + \nu_e
\end{align}

(A.1)

(A.2)

Free neutrons do decay as shown, and while the free proton is stable, it can undergo decay inside a nucleus that as a whole can supply the necessary energy.

The neutrino is a very elusive particle that is hard to detect, but one way to study the neutrino is to investigate its interaction with other matter such as in inverse $\beta$-decay processes\cite{249, 250}. For instance, the reaction $\nu_e + p \rightarrow n + e^+$ was studied by using antineutrinos produced in a nuclear reactor to bombard a substance containing hydrogen (like H$_2$O). The emitted positrons are immediately annihilated and the characteristic annihilation radiation is observed. A small amount of Cd salt was added to the water, and the emitted neutron is captured by the Cd with the subsequent emission of characteristic gamma rays $\sim 10^{-5}$ s after the $e^+$-annihilation radiation is detected. This sequence is specific enough to be unambiguous and provided experimental evidence (in 1953) for the existence of the neutrino\cite{249, 250}. A second particularly important example is the study of the inverse EC decay of $^{37}$Ar: $^{37}$Ar + $e^-$ $\rightarrow$ $^{37}$Cl + $\nu_e$. By bombarding $^{37}$Cl with $\nu_e$ or $\bar{\nu}_e$

\textsuperscript{12}The subscript $e$ has been added to indicate that these neutrinos and antineutrinos are associated with $\beta$-decay (the electron); there are also neutrinos and antineutrinos associated with the decay of the muon and the tau meson that are not identical to those emitted in $\beta$-decay\cite{248, 249, 250}. This leads to the concept of neutrino “flavour.”
produced in a reactor $^{37}$Ar should be formed; however, the use of $\bar{\nu}_e$ gave a null result, demonstrating $\nu_e$ and $\overline{\nu}_e$ are two different particles[249, 250]. A distinction between the neutrino and antineutrino is on the basis of their helicities. The direction of spin of the $\overline{\nu}_e$ is parallel to its momentum, while the direction of spin of the $\nu_e$ is antiparallel to its momentum[250]. Thus, the neutrino helicity is -1, it is a left-handed particle, while the antineutrino has helicity of +1 and is a right-handed particle[250].

Lastly, the question of the rest mass of the neutrino $m_\nu$ is of fundamental significance to nuclear and astrophysics problems, more so than for beta decay. Experimentally, precise measurements of $m_\nu$ are very difficult, and only upper and lower limits are determined[249]. For many years, $m_\nu$ was taken to be exactly zero[250]; however, it is now believed that $m_\nu$ is different from zero, but still very tiny, e.g., $< 20 \text{ eV}/c^2$[249], or 0.00004 times the electron rest mass. The notion of a non-zero neutrino rest mass originated from experiments designed to measure the flux of neutrinos originating from the sun’s nuclear reactions that strike earth. The results of these measurements (starting with R. Davis’ pioneering Homestake Mine experiment and later supplemented/augmented by data from (Super)Kamiokande and the Sudbury Neutrino Observatory) supported theories proposed as early as 1969 that the (anti)neutrino can undergo oscillations in flavour[249], e.g., $\nu_\mu \rightarrow \nu_e$ (see footnote 12). For this to be the case the neutrino can not be truly relativistic—it must have a finite rest mass. The value of $m_\nu$ has important consequences for profound questions in cosmology, like (anti)neutrino production during the Big Bang and other tests of models of the origin of the universe[249].

A.2 Fermi’s theory of beta decay

Fermi formulated a quantitative theory of $\beta$-decay that includes Pauli’s (then hypothetical) neutrino in 1934[248]. In 1957 experimental observations (see following Section) required Fermi’s theory be modified[249], but many of his results remained valid[250] and the theory provides the foundation for the understanding of $\beta$-decay. The fundamental interaction that governs the
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beta decay process is the weak interaction. By 1933 the quantum theory of radiation was well established, so Fermi formulated his $\beta$-decay theory by analogy with the electromagnetic interaction[248, 249, 250]. Just as photons are created at the time of emission as a nucleus or molecule passes from an excited state to the ground state, $\beta^\pm$-particles and (anti)neutrinos are created as the nucleus decays. Fermi’s theory provides a dynamical description of this process explaining the shape of beta spectra (e.g., Fig. A.1), the relation between $E_0$ and the mean lifetime of the nucleus, and allows $\beta$-decay transitions to be classified on the basis of selection rules[250].

Using time-dependent perturbation theory, the starting point for the $\beta$-decay transition rate $\lambda$ is Fermi’s golden rule

$$\lambda = \frac{2\pi}{\hbar} |\mathcal{H}_{fi}|^2 \rho, \quad (A.3)$$

where $\mathcal{H}_{fi}$ is the weak interaction Hamiltonian matrix element between the final and initial states, and $\rho = dN/dE_0$ is the density of the final states, i.e., the number of final states per unit of total decay energy (the “phase space” term). Here, $\lambda$ represents the total probability per unit time that a $\beta$-particle is emitted. A detailed mathematical treatment can be found in Ref. [250]. The final expression is

$$\lambda = \frac{g^2 m_e^5 c^4}{2\pi^3 h^7} |M_{fi}|^2 f(Z, \epsilon_0), \quad (A.4)$$

where $g$ is a constant, $M_{fi}$ is a number that stems from the overlap integral over the parent and daughter nuclear wavefunctions. The function $f(Z, \epsilon_0)$, where $\epsilon_0 = E_0/m_e c^2$, is known as the Fermi function. It gives a correction for the Coulomb interaction between the nucleons of the daughter nuclei and the emitted electron. It gives rise to distortions of the $\beta$ spectrum from an otherwise “bell-shape”[249] mostly near the maximum energy region (e.g., Fig. A.1).

By defining a mean lifetime for the decaying nucleus as $\tau \equiv \lambda^{-1}$, and noting that the half-life $t_{1/2}$ of the decaying nucleus is given by $t_{1/2} = \tau \ln 2$,
Eq. (A.4) leads to

\[
f(Z, \epsilon_0) t_\frac{1}{2} = \ln 2 \frac{2\pi^3 h^7}{g^2 m_e^2 c^4} \frac{1}{|M_{fi}|^2}.
\]  

(A.5)

Values of \( f(Z, \epsilon_0) \) are tabulated in the literature\[248, 249, 250\].

The constant \( g \) represents the strength of the \( \beta \)-decay process and can be determined from Eq. (A.4), provided \( |M_{fi}|^2 \) is known\[249, 250\]. In some simple cases (known as “superallowed” transitions, e.g., the decay of the free neutron\[248\]; see below) \( |M_{fi}|^2 \) can be calculated, and the coupling constant is found to be\[250\] \( g = 1.435 \times 10^{-62} \text{ J m}^3 \). When expressed as a dimensionless value the strength is \( \sim 10^{-5} \). For the sake of comparison, take the strength of the strong interaction to be 1. Relative to this, the strength of the electromagnetic interaction is \( \frac{1}{137} \), while the strength of the weak (\( \beta \)-decay) interaction is only \( 10^{-5} \), hence the use of the adjective “weak” in describing this interaction\[249\]. The constant \( g \) governs not only the \( \beta \)-decay processes, but many others as well, such as the decay of the muon\[248, 250\]:

\[
\mu^\pm \rightarrow e^\pm + \nu_\mu + \bar{\nu}_\mu.
\]

From Eq. (A.4) it can be seen that \( f(Z, \epsilon_0) t_\frac{1}{2} \propto 1/|M_{fi}|^2 \). The quantity on the left is often more simply written as \( ft \) and is referred to as the “comparative half-life”\[248, 250\]. The \( ft \) value can be considered as the reduced half-life corrected for differences in \( Z \) and \( \epsilon_0 \)\[248, 250\]. Small \( ft \) values correspond to large matrix elements and indicate some transitions are more favoured, or more “allowed” than others. This gives rise to the notion of selection rules for \( \beta \)-decay transitions that are related to the \( ft \) value. Since \( \beta \)-decay half-lives range from fractions of a second to years, the transitions are grouped according to \( \log(ft) \) values (Table A.1). The \( \log(ft) \) ranges are classified according to transition probability; the larger \( \log(ft) \), the greater the reduction in transition probability. The similarity with the selection rules for electromagnetic transitions is noted\[250\], recalling that Fermi’s \( \beta \)-decay theory is based on that of the electromagnetic interaction.

The allowed (or forbidden) character of a transition is obtained from consideration of the parity of the parent and daughter nuclear wavefunctions, and the change in nuclear spin \( \Delta I \), if any, between the parent and daughter
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Table A.1: General classification of beta decay transitions[249].

<table>
<thead>
<tr>
<th>Type</th>
<th>log((ft))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superallowed</td>
<td>(\sim 3)</td>
</tr>
<tr>
<td>Allowed</td>
<td>4–6</td>
</tr>
<tr>
<td>First forbidden</td>
<td>6–10</td>
</tr>
<tr>
<td>Second forbidden</td>
<td>10–13</td>
</tr>
<tr>
<td>Third forbidden</td>
<td>&gt; 15</td>
</tr>
<tr>
<td>Fourth forbidden[248]</td>
<td>(\sim 23)</td>
</tr>
</tbody>
</table>

nuclei. Thus, for \(\beta\)-decay, wavefunction parity and angular momentum form the basis of the selection rules.

The first aspect arises because integrals in \(|M_{fi}|^2\) over the parent and daughter wavefunctions have non-zero overlap only if the parity of the wavefunctions is unchanged, and vice-versa[249]. The second aspect arises in considering restrictions on the value of the total angular momentum of the leptons, recalling both the electron and neutrino have intrinsic spin of \(\frac{1}{2}\). The transition probability is greatest when the lepton wavefunctions at the position of the nucleus \([\psi_e(0)\) and \(\psi_\nu(0)\)] that enter into \(\mathcal{H}_{fi}\) have the greatest magnitude. A wavefunction of orbital angular momentum \(l\) behaves as \((R_n/\lambda_e)^l\) near the origin[251], where \(R_n\) is the nuclear radius (\(\sim 10^{-15}\) m) and \(\lambda_e\) is the Compton wavelength of the electron (3.9 \times 10^{-13} m). Thus, the probability that the emitted leptons carry orbital angular momentum is small and decreases rapidly with increasing \(l\). The lepton wavefunctions will be greatest at the origin for \(l = 0\) when the leptons are emitted with zero orbital angular momentum, i.e., “s-wave state” electrons and (anti)neutrinos[248, 250]. However, for a relativistic particle, \(l\) is not a constant of motion, but \(j\) the total angular momentum is[250]. The most allowed transitions therefore occur when the leptons are emitted with a minimum of orbital angular momentum \(j_e = j_\nu = \frac{1}{2}\)[251].

The total amount of angular momentum carried away by the electron and the neutrino is 0 if they are emitted with spins antiparallel, and it is 1 if they are emitted with spins parallel[250]. The former is a singlet state,
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while the latter is a triplet state. In the case of singlet lepton emission the spin of the nucleus cannot change, so

$$\Delta I = 0$$  \hspace{1cm} (A.6)

without a change of wavefunction parity. This selection rule was proposed by Fermi, F-transition[248, 249, 250]. If the leptons are emitted in a triplet state

$$\Delta I = \pm 1, 0, \text{ but } 0 \rightarrow 0 \text{ forbidden}$$  \hspace{1cm} (A.7)

again without a change in wavefunction parity. This selection rule was proposed by G. Gamow and E. Teller, GT-transition[248, 249, 250].

The F and GT selection rules are not mutually exclusive[250]. For instance, the decay of the free neutron mentioned above is a $1^+ \rightarrow 1^+$ transition ($I_i = I_f \neq 0; \Delta I = 0$) and so a mixture of F and GT processes contribute. Thus, in lowest order[249] $|M_{fi}|^2 = |M_{fi}(F)|^2 + \frac{g_{GT}}{g_F} |M_{fi}(GT)|^2$. The $0^+ \rightarrow 0^+$ superallowed decays are uniquely F-transitions, and from their study $g_F = g$ can be determined[249]. From the best determinations of the coupling constant strengths $\frac{g_{GT}}{g_F} = -1.259(4)$[249].

The transitions classified as forbidden take place via the emission of non-s-state leptons[248], because $l$ cannot be restricted to zero[251]. The emission of leptons with non-zero orbital angular momentum arises from the fact that they are not emitted from a point source, but rather the finite volume of the nucleus must be considered. The wavefunctions $\psi_e(0)$ and $\psi_\nu(0)$ must be evaluated over the entire nuclear volume and this introduces $p$, $d$, and higher-wave states into the emission[248, 250]. As stated above, as $l$ increases, the probability of the $\beta$-transition rapidly decreases, and so transitions with $l = 1, 2, 3, \ldots$ are classified as first, second, third, . . . forbidden transitions[248]. These transitions require that higher order terms be considered in the expansion of the plane waves used for the lepton wavefunctions

$$e^{ik \cdot r} = 1 + ik \cdot r - \frac{(k \cdot r)^2}{2} + \cdots$$  \hspace{1cm} (A.8)

Thus, the second term in Eq. (A.8) corresponds to $l = 1$, and if it is this term
that is important in the interaction causing the transition, the leptons are emitted in a $p$-wave state; the parent and daughter nuclei must have opposite parity\cite{248, 250}. The higher order terms of the plane waves introduce powers of $p_e$ and $p_\nu$ into the matrix element\cite{250}. Consequently, the matrix element is no longer independent of the energy partition between the electron and the (anti)neutrino (as it is for allowed transitions)\cite{248}, and so the shape of the $\beta$ spectrum for forbidden transitions is different from that of the typical, allowed Fermi spectrum\cite{250}.

A.3 Parity violation in beta decay

The nonconservation of parity in $\beta$-decay was an important discovery and is an aspect of this type of radioactive decay that is crucial to the implementation of the $\beta$-NMR technique. Processes governed by the weak interaction (like $\beta$-decay) have nonconservation of parity in common, and this is a major distinction between the weak interaction and the electromagnetic and strong interactions as parity is conserved for processes involving the latter two alone\cite{250}. Parity (non)conservation can be described at various levels of sophistication. One simple description is that if the mirror image of a phenomenon is also a physically realizable phenomenon, then parity is conserved\cite{250}. Thus, parity conservation implies space-reflection symmetry holds for a given phenomenon.

Consideration of space-reflection symmetry to the $\beta$-decay process requires the distinction of two types of vector quantities. Space-reflection of a given point is equivalent to inversion of the coordinates through the origin, i.e., $(x, y, z) \rightarrow (-x, -y, -z)$\cite{248, 250}. Vectors for which this change of sign of space coordinates occurs are called “polar” vectors, examples of which are linear momentum and electric field\cite{248, 250}. On the other hand, vectors such as angular momentum or magnetic field are characterized not only by direction, but also by a screw sense or handedness, and they do not change sign under inversion\cite{248, 250}. Vectors of this second type are termed “axial” vectors (or “pseudovectors”).\footnote{Axial vectors do not change sign because they are the result of the cross-product of}
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two axial vectors, or of any two polar vectors, is a number called a scalar; such quantities are invariant under reflection/space inversion[248, 249, 250]. However, the scalar product of an axial vector and a polar vector is a number that *does* change sign under reflection/inversion; these quantities are called “pseudoscalars”[248, 249, 250]. Any observed quantity resulting from a physical measurement may be a scalar or a pseudoscalar, but for parity to be conserved reflection symmetry must hold (object and image be indistinguishable[250]), and this requires that all pseudoscalar quantities vanish[248, 249, 250]. Thus, the observation of a non-zero pseudoscalar quantity indicates nonconservation of parity; however, nothing can be said about parity conservation until a pseudoscalar has been measured[250].

In 1956 Lee and Yang pointed out that none of the experimental data on the weak interaction could address the question of parity conservation since all the experiments up to that point were designed to measure scalar quantities[248, 249, 250]. The first experiment specifically designed to observe a pseudoscalar quantity in $\beta$-decay was the experiment of Wu et al. in 1957 using spin-polarized $^{60}$Co nuclei[248, 249, 250]. In this historic experiment the expectation value of the pseudoscalar $\langle p_e \cdot J_n \rangle$ was measured, where $p_e$ is the velocity of the $\beta$-electron (polar vector), and $J_n$ the nuclear spin (axial vector)[249, 250]. The $^{60}$Co nuclei had their spins aligned parallel by an external magnetic field at very low temperature (~10 mK[249, 250]). The $\beta$-electron emission in the decay to $^{60}$Ni ($5^+ \rightarrow 4^+$ GT-transition[249]) was observed to be preferentially opposite to the nuclear spin direction[248, 249, 250]. Thus, the observed $\beta$-ray asymmetry established the pseudoscalar $\langle p_e \cdot J_n \rangle$ was non-zero, thereby proving nonconservation of parity in $\beta$-decay (weak interaction)[248, 249, 250]. The experiment is shown pictorially in Fig. A.2(a). In the case of $\beta^+$-decay, the positrons are emitted preferentially in the same direction of the nuclear spin[252].

The $^{60}$Co experiment was later repeated by Chirovsky et al. with the purpose of measuring the quantity $\langle p_e \cdot J_n \rangle$ for $^{60}$Co that do change sign under inversion, and so the components of the resulting vector are left unchanged by the inversion[250].
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Figure A.2: (a) Diagramatic illustration of parity violation in $\beta$-decay. A sample of $\beta$-emitters is contained in the grey spheres and their nuclear spins are oriented at low temperature in the direction of an external magnetic field represented by the heavy arrows. The anisotropy of the emitted electrons is represented by the the lines. The mirror image of I is shown in II, and III results from I being flipped by $180^\circ$. Space-reflection symmetry does not hold as II is not an experimentally realizable process, while III is. (b) Polar diagram representation of the $\beta$-electron intensity as a function of the angle $\theta$ relative to the nuclear polarization direction. The solid curve is generated by Eq. (A.9) for the arbitrary case of $A = -1$ and $\frac{v_e}{c} = P = 0.8$. Adapted from Ref. [249].
pose of measuring the angular asymmetry of the $\beta$-electron distribution[253]

$$N_\beta(\theta) = 1 + A P \left( \frac{\nu_e}{c} \right) \cos \theta. \quad (A.9)$$

$N_\beta(\theta)$ stands for the $\beta$-electron intensity as a function of the angle $\theta$ with respect to the nuclear polarization vector, $\epsilon_e$ is the ratio of the velocity of the $\beta$-electron to the speed of light, $P$ the polarization of the nuclei, and $A$ is the beta-spin correlation or asymmetry coefficient. The parameter $A$ depends on the parent nucleus, i.e., the specific interaction causing the decay[250]. For the case of $^{60}$Co, $A_{\text{theory}} = -1$, and the experimental results are in excellent agreement, giving $A_{\text{exp}} = -1.01(2)[253]$. As an illustration of the directional anisotropy of the $\beta$-radiation from an oriented nucleus, $N_\beta(\theta)$ is shown in Fig. A.2(b) for $A = -1$ and 0.8 for the other two terms.

The fundamental origin of parity violation is still not fully understood, and $\beta$-decay experiments continue to provide details into parity violation for the weak interaction[252]. Experiments of the type described above for $^{60}$Co are usually conducted using a $\beta$-source in the form of a solid sample, and as such are limited in precision due to effects of scattering or magnetic deflection on the $\beta$-particle trajectories[252, 253]. Modern experiments aim to overcome this limitation by using magneto-optic traps to confine “clouds” of spin polarized $\beta$-active atoms, thereby allowing quantities such as $A$ to be extracted with even greater precision[252]. Since the $^{60}$Co experiment of Wu et al. several other experiments have corroborated nonconservation of parity in the weak interactions; for these processes nature can distinguish between right and left[248].

Parity-nonconserving terms were omitted from the Hamiltonians for the weak interactions until experiment showed they must be included[250], highlighting the historical importance of such experiments. It was by analogy to the strong and electromagnetic interactions that these terms were initially omitted[250]. For instance, in equations for the energy of the electromagnetic field, scalar terms such as $H^2$ and $E^2$ are allowed, but a term such as $H \cdot E$ is a pseudoscalar which is not permissible (as it would change sign under inversion)[250]. As mentioned, Fermi constructed his theory of $\beta$-decay...
by analogy to the electromagnetic interaction, and so the theory described in Sec. A.2 is formulated on the assumption that parity is conserved[250]. However, it is important to note that the main results of Fermi’s theory regarding $\beta$ spectra shapes and lifetimes are essentially unaffected by the nonconservation of parity since his calculations involve only scalar quantities[248, 250].

A.4 Decay of $^8\text{Li}$

The $\beta$-emitter $^8\text{Li}$ is used for the present $\beta$-NMR experiments. Some physical properties of this nucleus are given in Table A.2. It decays according to

$$^8\text{Li} \rightarrow ^8\text{Be} + e^- + \bar{\nu}_e.$$  \hspace{1cm} (A.10)

The ground state of the $^8\text{Li}$ nucleus is of spin $2^+$ and it decays to a $2^+$ excited state of $^8\text{Be}$ that is situated 2.9 MeV above its ground state[254]. This decay is thus allowed by both $F$ and $GT$ selection rules (Sec. A.2); however, as discussed below, it is dominated by the strength of the GT coupling[254]. The value of $E_0$ for this decay is 13.1 MeV and $\log(ft) = 5.4[254]$, and is thus an “allowed” transition. An advantage in using $^8\text{Li}$ for $\beta$-NMR experiments is that the high energy $\beta$-electrons are easy to discriminate from low energy background radiation[254].

The excited daughter $^8\text{Be}$ nucleus can relax to the ground state by the emission of gamma radiation, after which it promptly disintegrates into two $\alpha$-particles ($^4\text{He}$ nuclei). The $^8\text{Be} \rightarrow 2\alpha$ decay is termed “prompt” as $t_{1/2}$ is just $7 \times 10^{-17}$ s[255]. This means the daughter nuclei do not remain in the sample which is another advantage of using $^8\text{Li}$ for $\beta$-NMR.

The ground state of $^8\text{Li}$ is a member of the isospin triplet: $^8\text{Li}$, $^8\text{Be}$, $^8\text{B}[254]$. The concept of isospin (or isobaric spin) $T$ is used in nuclear structure models and is based on the idea that the force acting on the proton and neutron is independent of charge and therefore the two nucleons can be considered as different quantum states of a single particle[248]. This is analogous to the quantum mechanical description of the two spin states of the electron, i.e., “spin-up” or “spin-down.” Just as the electron may be assigned
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Table A.2: Physical properties of the $^8$Li nucleus.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nuclear spin</td>
<td>$I^\pi$ (units of $\hbar$)</td>
<td>$2^+$</td>
</tr>
<tr>
<td>Lifetime</td>
<td>$\tau$</td>
<td>1.21 s</td>
</tr>
<tr>
<td>Half-life</td>
<td>$t_{\frac{1}{2}} = \tau \ln 2$</td>
<td>0.839 s</td>
</tr>
<tr>
<td>End-point energy of decay</td>
<td>$E_0$</td>
<td>13.1 MeV</td>
</tr>
<tr>
<td>Gyromagnetic ratio</td>
<td>$^8\gamma/2\pi$</td>
<td>6.3015 MHz/T</td>
</tr>
<tr>
<td>Electric quadrupole moment</td>
<td>$Q/e$</td>
<td>+31 mb[167]</td>
</tr>
</tbody>
</table>

For each nucleon in the parent, the $z$ component of the isospin $T_z$ may be assigned to either of these spin states ($+\frac{1}{2}$ or $-\frac{1}{2}$), as the $z$ component of the isospin $T_z$ of each nucleon may be assigned in a similar manner: the $+\frac{1}{2}$ state is taken to correspond to the neutron, and the $-\frac{1}{2}$ state is taken to correspond to the proton[248]. A pair of neutrons(protons) gives $T_z = +1 (T_z = -1)$, and $T_z = 0$ for a neutron-proton pair.

A simplified description of the $^8$Li $\rightarrow^8$ Be decay in terms of isospin can be seen by considering the numbers of neutron-proton pairs in the parent and daughter nuclei: $(5n, 3p) \rightarrow (4n, 4p)$, or in terms of total $T_z$, $\sum T_z = +1 \rightarrow \sum T_z = 0$. Thus, $\Delta T_z = -1$ and the transition is allowed by the GT selection rule. Indeed, this is reflected in the relative strength of the matrix elements as $M_F$ is only $\simeq 3\%$ of $M_{GT}$[254].
Appendix B

Ion Implantation in Metals

B.1 General concepts of ion implantation in solids

The processes governing the implantation of ions into solids (or passage through them at sufficient energies) are complex, but generally well-understood as this subject has been intensely studied since the early twentieth century[256, 257]. The earliest theoretical considerations of the stopping (slowing down) of a projectile ion into a solid have evolved into modern computer simulation programs that are both fast and quite accurate. Experiments on the stopping of ions in solids provided data with which to test theories or aid in computer simulation, and have given way to two major technological applications of ion implantation: microanalysis and controllable modification of materials. Ion implantation allows for reproducible modification of surface and near-surface properties of materials and is used frequently in device fabrication. For example, it can be used to form alloys of desired compositions without the loss of crystal structure and does not suffer from potential miscibility problems associated with other alloying techniques[258]. An important example is the introduction of selective concentrations of dopant atoms into semiconductors. On the other hand, high-energy ion bombardment of materials can be employed to impart desired degrees of disorder to a crystal, transform a crystalline lattice into a fully amorphous state, or create regions of intermixing at the interface of two dissimilar crystals[258]. Ion implantation can also be used to create nanometer sized clusters embedded in various hosts to form nanocomposite materials[259], while both ion implantation and irradiation can be employed for topographical patterning of
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Materials[260]. Ion beams— especially those of protons or α particles— are also used to analyze the composition of materials as a function of depth below the surface, for example, Rutherford backscattering spectrometry[261].

The $^8\text{Li}$ ions used in these $\beta$-NMR experiments do not remain in the samples (nor do the daughter nuclei; see Appendix A); however, the processes by which they lose energy and eventually stop in the hosts are important to consider. In this Appendix, the mechanisms of ion implantation are briefly summarized— mostly qualitatively. As well, the possible types of damage that may be produced during the implantation are summarized. In the final Section the computer simulation program TRIM.SP that has been used to obtain the $^8\text{Li}^+$ stopping distributions for the studies in this thesis is reviewed. In keeping with the topic of this thesis, the present survey focuses on implantation into metallic hosts.

Two important aspects to consider are the scattering of the projectile ion by collisions with the host atoms, and the energy transferred from the former to the latter. These in turn affect the overall path length (i.e., mean stopping depth) of the implanted ion, and the degree of damage to the host. The two major modes of energy loss for the incident ions are the direct collisions with the host nuclei, and the excitation of the electrons of the host. Both of these processes are energy-dependent and so make varying contributions along the path of the ion: $$(dE/dx)_{\text{loss}} = (dE/dx)_{\text{nucl}} + (dE/dx)_{\text{elec}}.$$ An overview of these two processes is given next, then more details are provided in regards to the particular computer simulation program employed here.

The dominant mode of energy loss for implanted ions with energies less than $\sim 0.5$ MeV (pertinent to $\beta$-NMR) is through the elastic interactions with the target nuclei. These nuclear collisions give rise to “Rutherford scattering” as the electrostatic Coulomb repulsion from the screened nucleus will deflect the ion. Being elastic in nature, both energy and momentum are conserved, and these collisions are treated as two body events in a centre-of-mass coordinate system. The important parameters being the energy lost by the impinging ion, the cross-section for the energy transfer, and the scattering angle $\Theta$. If the mass of the impinging and target atoms differs significantly, the scattering angle is small.
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An important consideration in the evaluation of nuclear collision events is the choice of the interatomic potential $V(r)$, where $r$ is the interatomic separation. This repulsive potential is chosen such that the particles can be assigned a definite radius, and thus predict $\Theta$. The earliest treatments used analytical expressions for $V(r)$, typically containing a $1/r$ Coulombic term multiplied by a screening term. As there is no definitive expression for $V(r)$ that is appropriate for all ion pairs at all energies, these functions are often modified through the addition of empirically adjustable parameters. With the advent of the computer, descriptions of $V(r)$ spanning a wide range of $r$ can now be made numerically. Both head-on and glancing angle collisions are considered by defining a total cross-section for energy transfer; the probability of energy transfer (loss) for a given scattering angle can then be related to the total cross-section.

The electronic energy losses occur through inelastic interactions with the electron clouds of the target. As the energy of the impinging ion increases, the energy loss due to elastic (nuclear) collisions decreases (essentially $\propto 1/E$), and the inelastic (electronic) events dominate. At high velocities, the projectile ion is fully stripped of its electrons. This occurs when the ion’s velocity is greater than the Bohr velocity of the target atom electrons. In this regime, the rate of energy loss is related to the closeness of the ion to the target atoms and thereby the number of electronic excitations it can produce, i.e., proportional to the degree of “penetration” through the target electron shells. The electronic energy losses do not cause significant deflection of the ion. It is emphasized that this type of energy loss is important for ion energies greater than hundreds of keV/amu, and so makes little contribution to the much lower energy $^8$Li$^+$ stopping in the studies of this thesis.

Upon considering the above mechanisms for energy loss of a projectile ion, the total distance (path length) travelled by the ion until it is brought to rest in a given target can be predicted. This is expressed through the mean range $R$ and the range straggling $\Delta R$. First, it is noted that overall a crystalline target may be treated in a similar fashion as an amorphous one. The reason for the similarity is because the range is determined by averaging over many individual events. The range is defined as the mean
depth from the surface at which the ion stops.\textsuperscript{14} The random nature of the interactions experienced by an ion as it penetrates a solid causes fluctuations in the energy lost per collision, as well as the total number of collisions over the path length. This imparts a “spreading” of the energy of the initially monoenergetic ions resulting in a scatter of the stopping distance of individual ions about $R$. This distribution is classified as range straggling, and it generates implantation profiles that have an overall quasi-Gaussian shape, especially when the projectile ion is of lower mass than the target (e.g., $^8\text{Li}$ in transition metals). As an example, $R$ and $\Delta R$ are shown in Fig. B.1 for the $^8\text{Li}^+$ implantation profile in a 100 nm Au film on MgO (obtained using TRIM.SP; see below).

An important distinction between the ranges of ions implanted into amorphous and crystalline targets is the effect of channeling\textsuperscript{[256]}. This phenomenon is also well understood. Channeling results in a more extensive $R$ for ions than would be predicted, but this only occurs when the incident beam is aligned parallel to certain high symmetry directions of the crystal. The atomic rows and planes of a single or polycrystalline target can act as walls that effectively “steer” the ion deeper into the target compared to random collisions. As channeled ions do not suffer the same reduction in energy from nuclear collisions along their trajectories, $R$ can be an order of magnitude larger than in the absence of channeling. Carefully focused beams with small angular divergence are required as the incident beam must be aligned to within a fraction of a degree of a crystalline axis for channeling to be significant. Thus, for ion implantation in general, the relative fraction of ions that will become channeled is minor unless specific attempts are made to direct the beam along a channeling direction. It is possible that during random collisions ions may be deflected into a channel, and this is characterized as quasi-channeling. Briefly, in channeling theory the target atoms are treated as stationary, and the average of the individual collision events

\textsuperscript{14}This range is technically the projected range $R_p$, the average depth an ion will penetrate for the incident beam normal to the target surface. The total range $R_t$, or the total path length of the ion’s trajectory is generally larger than $R_p$ due to the possible in-plane (lateral) spreading of the beam $R_\perp$. $R_t$ is given by the hypotenuse of the right-angled triangle formed by $R_p$ and $R_\perp$. 
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Figure B.1: Stopping profile for 13 keV $^8\text{Li}^+$ implanted into a 100 nm Au film on MgO. The mean range $R = 44$ nm, and the range straggling $\Delta R \sim \pm 25$ nm. The small peaks in the curve are numerical noise due to the relatively small number of particles used in the simulation ($1 \times 10^4$).
is treated by replacing the rows of atoms by a continuous potential; yet, precise predictions of $R$ for channeled ions is difficult. Empirical corrections to $R$ determined for amorphous targets are often necessary.

B.1.1 Damage produced by ion implantation

As stated above, during the elastic nuclear collisions a projectile ion will scatter off of the target atoms, and in doing so transfer some of its kinetic energy to them over the length of the implantation trajectory, as well as generate local heating. The energy may be sufficient to displace an atom of the target material, disrupting the atomic order and impart some degree of disorder to the lattice[188, 256]. This perturbation caused by the implanted ion is referred to as radiation damage. The response of the target lattice is a dynamic event, and at a given temperature, the perturbed atoms may rearrange (relax) into various defect structures. Often these radiation-induced defects may result in superior mechanical properties for a given material over the original lattice, and may be thermodynamically difficult to produce by other processing techniques. The disordered region is limited to the region surrounding the implantation track. Just as the ranges of ions in solids have been extensively studied for many years, so too have the effects of radiation damage.

There are two broad classes of defects that result from radiation damage. The first involves one or two disrupted target atoms. These are therefore analogous to the point defects encountered normally in solids, i.e., vacancies and interstitials. A vacancy is simply a missing atom (or ion) in a lattice, and at finite $T$, there is always a thermodynamic equilibrium concentration of such vacancies in otherwise “perfect” crystals as the entropy of the lattice is increased by the presence of disorder[3]. For metals the energy required to form a monovacancy $E_{v1}^{f}$ is typically 1 – 2 eV. As specific examples, $E_{v1}^{f}$ for Au is $\sim 0.9$ eV, while for Pd it is $\sim 1.8$ eV. The probability of a vacant lattice site is given by the Boltzmann factor at thermal equilibrium[3] $(\exp[-E_{v1}^{f}/k_{B}T])$. For $E_{v1}^{f} = 1$ eV at 1000 K, the equilibrium concentration of vacancies is $\simeq 10^{-5}$, which for one mole of atoms is $\sim 10^{18}$ lattice sites.
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There are two types of vacancy defects: (i) the Schottky defect is a lattice vacancy in which the missing atom is considered to be transferred to the surface of the crystal; (ii) in the Frenkel defect the missing atom is moved into an interstitial lattice site not normally occupied by an atom. For this latter defect the vacancy-interstitial pair thus remain in the bulk of the crystal. The interstitial is an important defect as it perturbs the surrounding lattice rather strongly and can significantly affect bulk properties. Vacancies also provide a means for thermally-activated atomic transport in pure materials.

Much of the knowledge of the properties and behaviour of complex defects in metals has come from the study of point defects. Since vacancies can be formed at high temperatures, they may be studied under thermal equilibrium conditions by heating a sample, often to just below the melting point. The high temperature concentration can then be quenched, or “frozen” into the sample by rapid cooling. Point defects produced by quenching or irradiation are formed under non-equilibrium conditions and are metastable as they can be thermally annealed out of the sample. At certain temperatures particular defects begin to migrate and can form complexes, undergo annihilation reactions, or become trapped at grain boundaries, dislocations, impurity atoms, etc. In simple metals, the interstitial defect generally becomes mobile at low temperatures (less than about 50 K), while for vacancies this is nearer to room temperature.

A vast amount of data on the annealing properties of defects in metals has come from measurements of the electrical resistivity. The “recovery curves” for many metals exhibit general features that are quite similar. Using copper as the prototype, the annealing of metals has been divided into three principle characteristic stages, that are subdivided into five (I–V). It should be noted that annealing of defects in insulators often corresponds to these stages as well; however, in non-metallic systems, the charge state of the lattice plays an important role in defect formation and stability. For example, stage I (which itself is subdivided into five stages) is described by interstitial migration and recombination with vacancies, while stage III corresponds to vacancy migration and agglomeration. Finally, although much information has been obtained from resistivity measurements, techniques
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Computer simulations of ion implantation based on the binary collision approximation using Monte Carlo calculations are available that can yield ion range distributions for multilayered targets over a wide energy range\cite{257}. One such program is TRIM (TRansport of Ions in Matter). A variation of this code called TRIM.SP (the SP stands for sputtering)\cite{265} has been used to obtain the $^8\text{Li}^+$ stopping distributions for the $\beta$-NMR studies in this thesis. In this Section a brief summary of the basics of the TRIM methodology is given\cite{264}. The program provides high computer efficiency without sacrificing accuracy. It uses a specially developed analytical formulae to account for the nuclear scattering. As it uses a Monte Carlo method it can

like NMR, X-ray spectroscopy, and electron microscopy have further contributed to the understanding of defect formation and dynamics. The collisions between a projectile ion and the target atoms often result in the displacement of the target atom from its regular lattice site creating an interstitial and a vacancy, i.e., a Frenkel defect, or what is commonly called a Frenkel pair. The displaced atom is referred to as the primary knock-on atom (PKA), and it may in turn lose the energy transferred to it by displacing other target atoms from their lattice sites. This gives rise to the concept of “radiation damage cascades.” However, because these damage cascades are formed under dynamic, non-equilibrium conditions, the target lattice may not relax and the energy required to displace an atom is greater than the equilibrium $E^f_v$. Instead, the threshold energy for atom displacement $E_d$ must be considered. For most metals $E_d$ is usually in the range of $\approx 20$–$50$ eV, and it is frequently both temperature- and orientation-dependent\cite{262, 263}. Values of $E_d$ are directly measureable using high voltage electron microscopy. If the energy transferred to a PKA is less than $E_d$, the atom is not displaced and the energy goes into lattice vibrations.

B.2 Simulations of $^8\text{Li}^+$ implantation profiles using TRIM.SP

Computer simulations of ion implantation based on the binary collision approximation using Monte Carlo calculations are available that can yield ion range distributions for multilayered targets over a wide energy range\cite{257}. One such program is TRIM (TRansport of Ions in Matter). A variation of this code called TRIM.SP (the SP stands for sputtering)\cite{265} has been used to obtain the $^8\text{Li}^+$ stopping distributions for the $\beta$-NMR studies in this thesis. In this Section a brief summary of the basics of the TRIM methodology is given\cite{264}. The program provides high computer efficiency without sacrificing accuracy. It uses a specially developed analytical formulae to account for the nuclear scattering. As it uses a Monte Carlo method it can
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more rigorously treat the elastic scattering events and explicitly treat surfaces and interfaces (the latter two being difficult to account for in analytical treatments based on transport theory).

The simulations consist of following a large number of individual ions (particles) in a specified target. These are referred to as “histories.” For each history a particle is assigned an energy, a direction and starting position. The path of the particles is changed as a result of nuclear collisions, while they are assumed to move in straight free-flight paths between collisions. The particles lose energy as a result of the nuclear and electronic mechanisms, and the program is valid for incident ions with energies in the range of 0.1 keV to several MeV. TRIM considers the target to be completely amorphous with atoms in random positions (but maintaining a density specified by the user), and so can not account for things such as channeling, isotopic distributions, or variations in stoichiometry (where applicable). Recall that overall range distributions for crystalline and amorphous materials are similar as it is the average of many particles undergoing many random collisions that is important. The program provides data on implanted, reflected and transmitted particles for planar targets.

Nuclear scattering is important for energy loss, but it also dominates the spatial distribution of the ions as the trajectories are little deflected by electronic loss events. This involves solving the scattering integral for $\Theta$ that is dependent on $V(r)$. Numerical solutions to this are not practical for large numbers of histories or for personal computers. Instead the authors of the TRIM code have developed a universal interatomic potential that is a single analytic function. The universal $V(r)$ adopted is then used in the calculation of $\Theta$ by means of a formula that contains five fitting coefficients. These fitting coefficients can be found for any choice of $V(r)$, not just their universal one. The authors report the 5-coefficient formula fits to within 2% of the full scattering integral. The energy transferred during a collision is proportional to $\Theta$ and the masses of the particle and target atoms.

The electronic and nuclear energy losses are taken to be independent of one another. The neglect of correlations between the two increases computer efficiency and does not drastically affect the mean (projected) range results.
for low-energy, light ions. The incident particles lose energy in discrete amounts in the nuclear collisions, but lose energy continuously from the electronic interactions as the electrons act like a dissipative “fluid.” The solid (target) is treated as an electronic plasma of appropriate density. The electronic energy loss is proportional to the product of the distance traveled between collisions and the electronic stopping cross-section. The authors develop this using Lindhard’s approach to the perturbation of a charged particle in an initially free electron gas of uniform density using density functional theory. The electronic stopping power was determined for protons in the plasma. This was used to obtain heavy ion stopping cross-sections by means of the “scaling” formalism in which heavy ion stopping powers scale proportional to proton stopping powers for identical velocities and targets.

As mentioned above, free surfaces or interfaces present no problems for Monte Carlo simulations, and TRIM.SP can easily handle multilayered targets consisting of up to seven layers. The maximum thickness of a given layer allowed is 5,000 nm. So, for the TRIM.SP simulations of the substrates studied in this thesis, only the top-most 0.005 mm are considered. Two types of TRIM.SP results for \(^{8}\text{Li}^+\) (particle of mass 8, charge +1) implanted into Pd films are shown in Fig. B.2.

For the purposes of \(\beta\)-NMR, the TRIM.SP simulations are quite satisfactory. For example, predictions of the maximum \(E_{\text{Li}}\) for which only a resonance from Li ions stopping in the metal layer will be observed [like that shown in Fig. B.2(a)] is generally good to within a few keV. Again, the simulations do not take channeling into account. Also, real samples may not be continuous, or may not be of uniform thickness. The predictions of TRIM.SP for \(^{8}\text{Li}^+\) implantation into Pd are summarized in Fig. B.3, where quadratic interpolation curves have been added parameterizing \(R\) and \(\Delta R\) as a function of \(E_{\text{Li}}\). Note the implantation distributions become narrower as \(E_{\text{Li}}\) is reduced.
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Figure B.2: Examples of results from TRIM.SP simulations of $^{8}$Li$^+$ implantation into Pd films. (a) Fraction of ions predicted to be implanted into the metal or substrate, and those that are backscattered as a function of ion energy for 50 nm of Pd on STO. (b) Range profiles in Au(10 nm)/Pd(100 nm)/STO for various implantation energies. In both (a) and (b), $1 \times 10^5$ particles were used in the simulations.
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Figure B.3: Mean stopping range \( R \) and straggling \( \Delta R \) of \( ^8\text{Li}^+ \) implanted into Pd as a function of energy as predicted by TRIM.SP. Equations for the associated quadratic interpolation curves are indicated.

\[ R = 0.0415E^2 + 2.74E + 1.83 \]

\[ \Delta R = 0.0281E^2 + 1.55E + 0.93 \]